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ABSTRACT 
In this paper, we present (a) a method for identifying documents 
captured from low-resolution devices such as web-cams, digital 
cameras or mobile phones and (b) a technique for extracting their 
textual content without performing OCR. The first method 
associates a hierarchically structured visual signature to the low-
resolution document image and further matches it with the visual 
signatures of the original high-resolution document images, stored 
in PDF form in a repository. The matching algorithm follows the 
signature hierarchy, which speeds-up the search by guiding it 
towards fruitful solution spaces. In a second step, the content of 
the original PDF document is extracted, structured, and matched 
with its corresponding high-resolution visual signature. Finally, 
the matched content is attached to the low-resolution document 
image's visual signature, which greatly enriches the document's 
content and indexing. We present in this article both these 
identification and extraction methods and evaluate them on 
various documents, resolutions and lighting conditions, using 
different capture devices. 

Categories and Subject Descriptors 
I.7.5 [Document and Text Processing]: Document Capture – 
document analysis. 

H.3.1 [Information Storage and Retrieval]: Content Analysis 
and Indexing – abstracting methods, indexing methods.  
H.3.3 [Information Storage and Retrieval]: Information Search 
and Retrieval – retrieval models, search process. 

General Terms 
Algorithms, Performance, Design, Experimentation, Verification. 

Keywords 
Low-resolution document image identification, document visual 
signature, documents’ content extraction, document-based 
meeting retrieval. 

1. INTRODUCTION 
Due to advancement in hardware technologies, different kinds of 
cameras are available on the market. The size of the capture 
device is often directly proportional to the image quality, and thus 
mobile devices often propose low-resolution images. Therefore, 
our aim is to develop an algorithm for identifying documents 
captured from low-resolution capture devices that can be easily 
applicable for the high-resolution capture devices without 
degradation of the performance. Currently, many people daily use 
devices such as web-cam, digital cameras, mobile phones, etc. 
Due to the comparatively smaller size of such devices, they can 
be carried anywhere at any time and can be used to capture 
documents of interest in the lectures, meetings, conferences, 
supermarket, etc. It implies lots of possible new applications such 
as mobile OCR for visually impaired people, for real-time 
translation, etc. Furthermore, these captured documents can be 
queried for finding available related information, such as audio or 
video. For example, during a conference, projected slides of 
interest could be captured and used afterward for querying the 
conference repository and retrieve the corresponding original 
documents (one or more slides presented by a particular speaker), 
or the related audio/video sequence, or any annotations related to 
the stored medias [1][12][13]. For this purpose, we make the 
reasonable assumption that all the documents present in such 
environments can be stored in advance in a repository.  

For most of the existing document analysis systems [7][8][20], the 
system input is either a scanned document of 300 dpi or higher, or 
an electronic document (e.g. PDF, etc.). The qualities of these 
documents are in general quite high and suitable for further low-
level processing. If the perceived document image is captured 
from a low-resolution device and compressed with quality-losing 
format such as JPEG (50 – 100 dpi), then it becomes difficult to 
analyze such documents using standard systems. In most of the 
capture devices (digital cameras, mobile phones, etc.), JPEG 
compression is used in order to reduce the storage space and to 
speed up the processing, which unfortunately implies that more 
noise is brought in and some useful details are lost. Furthermore, 
the captured document images from such devices are often non-
uniform in terms of lighting, because of the use of flash or various 
lighting conditions. Finally, many other distortions or incomplete 
information are often present (e.g. varying distance to the object, 
motion blur, occlusion, etc.). The relatively low resolution and the 
frequent variations in the captured environments make the noise 
removal and content extraction very difficult, that causes the 
drastic decrease in the identification accuracy. 
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Most of the document image identification systems use classifier 
to identify the incoming unknown document images. Algorithms 
used for the classification are either supervised (training requires 
documents with known class label such as decision tree, neural 
networks, etc.) or unsupervised (training is based on the features 
of documents with unknown class label such as K-means, self-
organizing maps, etc.) or semi-supervised (combination of both) 
[21]. The features for classification are mainly based on the 
layout structure (physical, logical) and on the content of the 
documents. Unfortunately, in our case it is difficult to extract the 
complete layout structure and a clean content (using OCR) of the 
captured documents due to the poor resolution. However, many 
documents have the same layout structure; all the slide images in 
a particular presentation very often have the same layout structure 
with a different content, because they use the same design pattern. 
This characteristic of slideshows drastically reduces standard 
methods’ identification accuracies. 

In this article we propose a novel document identification method 
that uses a visual signature as a way to symbolize documents and 
avoid traditional classifiers, which generally introduce errors. The 
geometric layout analysis we perform attempts to use basic image 
properties and spatial relations to extract structure without 
reference to a particular document type [18]. Such analysis is 
necessary since our input low-resolution image has no structural 
description. However, the low-resolution of the capture image 
does not allow extracting a complete layout structure. The visual 
signature we propose is a shallow and hierarchically structured 
representation of the document layout structure with a zone’s 
labeling (text, image, etc.). This visual signature is matched with 
electronic documents available in a repository, in order to identify 
the corresponding low-resolution image. The matching then 
follows the hierarchical structures of visual signature and does not 
visit the entire search tree. The highest-level features stored in the 
signature are first compared and no-good solutions are removed 
from the search space. The comparison continues with lower-level 
features, and so on until the leave’s level is reached. We will see 
that this method is fast, mainly because the visual signature 
hierarchy guides the search towards fruitful solution spaces. 
Furthermore, by alternating feature-specific comparison with 
global distance comparison, it guaranties that no good solutions 
are avoided. However, we believe that applying standard OCR 
techniques is not an acceptable solution for extracting textual 
information from low-resolution images and we propose an 
alternative method that benefits from the information stored in the 
original matched electronic documents. 

The proposed system is targeting applications such as, browsing 
on recorded and archived meetings, conferences, lectures, etc. 
The system can be queried either with a) document images, 
projected or lying on the table, and captured with low-resolution 
web-cams, digital cameras, mobile phones, etc. or b) with the 
keywords, present in the slideshows. Basically, the goal of our 
low-resolution documents identification method is to link all the 
multimedia streams captured during the meetings or conferences 
(audio, video, etc.) with the visible documents. Furthermore, 
during the query, if the corresponding document is identified from 
the repository then all the linked multimedia data of interest will 
be reviewed to the users. 

In the next section, we present a brief state-of-the-art of both 
layout-based and content-based document identification methods. 

In Section 3, the procedure for building the visual signature, 
which symbolizes the low-resolution documents, is described. 
Section 4 explains the hierarchical structuring of the visual 
signature based on features’ priority. In Section 5, both an 
exhaustive method and a hierarchical search technique, based on 
the hierarchically structured visual signature are described. 
Section 6 presents the retrieval performance of various captured 
slide images using our method. Section 7 explains how the slide 
content can be extracted without having to perform any OCR 
technique. Finally, conclusion and future works are described in 
Section 8. 

2. STATE OF THE ART 
We have found two distinct approaches in the state-of-the-art for 
identifying documents. The first approach focuses on the 
document layout, whereas the second uses the document content. 
In this section, we present both research directions and discuss 
how they can be applied to the identification of low-resolution 
images. 

2.1 Document Layout 
The aim of the page segmentation and geometric document layout 
analysis is to partition documents into homogeneous regions. 
Various algorithms have been proposed for page segmentation 
and geometric layout analysis [5][8][9][10][11][19][20][21]. 
Traditional approaches for page segmentation and geometric 
layout analysis are typically referred as top-down methods. Such 
approaches look for global information on the page (e.g. black 
and white strips) and partition the page into blocks and then 
classify them into text lines and finally into words [11][20]. 
Wong, Casey and Wahl first proposed this kind of approach in 
1982 [21]. Wang et al. also investigated a similar algorithm for 
newspaper layout analysis [19].  A more detailed survey of these 
approaches can be found in [8]. These approaches perform well 
for documents assumed to be rectangular in shape with relatively 
uniform font and size. However, the performance of such 
approaches degrades significantly when different components are 
closely adjacent to each other or overlapping. 
On the other hand bottom-up methods start with local information 
(connected components or foreground pixels), determine the 
words, merge the words into text lines and merge the text lines 
into paragraphs [5] [18]. The connected components are extracted 
from the image and then, components of the same type are 
iteratively grouped together to form progressively higher-level 
descriptions of the documents (e.g. words, lines, paragraphs, etc.) 
[5]. The disadvantage of this approach is that the time complexity 
is higher as compared to top-down approaches due to the 
identification analysis and grouping of the connected components. 
Furthermore, bottom-up approaches suffer from the traditional 
problem of incorrect segmentation due to the early groupings. 
Alternatively, texture-based approaches consider the various 
components of a document image, such as text, images or 
graphics, as being different textures [9][10]. The problem of such 
approach is that the time complexity is high and in some cases 
regions of different types, having a similar texture can be 
confused or merged. In the case of slides with non-homogeneous 
background, this kind of method may be inefficient since the 
foreground objects won’t be distinguished from the background 
texture. 



2.2 Document Content 
Content-based linking of presentations/meetings/lectures’ 
documents with other medias has been tackled in various research 
projects [4][6][13][15]. Such methods extract the document 
content rather than any layout information and the matching is 
based on either global image comparison or a character string 
comparison using OCR. Chiu et al. proposed to automatically link 
multimedia data with a DCT-based image matching of the slide 
content [4]. The method matches the content of the slideshow’s 
with the captured video. Unfortunately, the method is most 
suitable for matching high-resolution and high quality slide 
images. The performance may degrade if the images are of low-
resolution and not accurately segmented. Partial occlusion or 
presence of blur also degrades its performance. Franklin et al. 
described another technique for linking slideshows with the audio 
stream of a speaker by matching the speech content with the text 
content in the presentation slide [6]. Mukhopadhyay et al. 
proposed a method that matches the content of HTML pages, 
which contain presentation slides, with the low-resolution video 
that also includes the presentation slides [13]. The method is 
based on first binarizing and dilating the segmented slide images 
and frames to highlight the text regions and then using the 
Hausdorff distance to compute the similarity between the text 
lines. The drawback of this method is that the slide region must be 
accurately segmented and it works well only on slides that contain 
text. Ozawa et al. proposed a slide identification method for 
lecture movies by matching characters and images [15]. The 
method uses OCR to recognize the text and an image matching 
technique (Dynamic Programming) for matching slides extracted 
from the video with the original slides. Their method performs 
well with high-resolution images, captured with a DV camera and 
slides containing text. For low-resolution images, current OCR 
techniques fail and thus matching is incorrect. This kind of 
approach only works with high-resolution slide images and it 
works only with slides containing text in large fonts (> 24 points). 

3. VISUAL SIGNATURE EXTRACTION 

Figure 1. Documents captured from a digital camera, a mobile 
phone and a DV camera. The document zone is highlighted 

The visual signature we defined is a hierarchically structured 
description of a document’s shallow physical layout with its 
respective labeling. In our system we use this signature to 
describe both a) low-resolution images resulting from the capture 
of projected slides and b) images converted from the original 
electronic slide documents. We, then extract various visual 
features and organize them in the visual signature in a structured 
manner. The extraction of the visual signature from the electronic 
documents in the repository is straightforward; the PDF or 
PowerPoint form of the original electronic documents is 
converted into a relatively high-resolution image, on which the 
signature is computed. For the captured images, we first identify 
the projected part and then up-sampled to the common resolution 
format. A simple GUI is used to select manually the coordinates 
of the projected part (see Figure 1) from the captured images. 
This will be improved in the future with an automatic detection of 
the projected area within the captured documents. 

First of all, the resolution of each document is up-sampled or 
down-sampled to a common resolution format (720 X 540). Then 
the image is converted to grayscale and binarized using Otsu 
binarization for further processing [14]. Furthermore, looking at 
the mean horizontal run length of both black and white pixels the 
proper segmentation of foreground objects is checked. For 
example, for the slide images having dark background and light 
foreground, the output of the binarization is reversed. In the 
following sections we detail the extraction of various visual 
features. However, due to poor resolution of the captured images, 
the color information is not currently considered for the visual 
signature. 

Figure 2. a) Original image, b) after passing through RLSA 

3.1 Bounding Box Extraction and Labeling 
The bounding box of each object (text, images, etc.) is extracted 
using a Run Length Smearing Algorithm (RLSA) [20] both in 
horizontal and vertical directions. If the distance between two 
consecutive black pixels is under a specific threshold (Th = 80 for 
horizontal, Tv = 100 for vertical) then all the pixels between these 
two black pixels are turned to black. The bounding box of the 
blocks are further derived from the background by combining the 
outputs of horizontal and vertical RLSA with a logical AND 
operator. Additional horizontal smoothing using the RLSA (Ts = 
15) produces the final segmentation result as shown in Figure 2. 
The values of these thresholds have been evaluated and tuned 
using about a hundred slide images with resolution of 75 dpi. If 
the resolution is changed then the corresponding values are scaled 
accordingly.  Then an initial labeling (text, image, etc.) of the 
bounding box is performed by looking at the various block 
features.  



3.1.1 Feature vector for each bounding box 
The blocks drawn in Figure 2b must next be labeled according to 
their content, so that correct subsequent analysis is further 
performed. The labeling of each block is done using the following 
feature vector [20][16]: 

� Total number of black pixels in the segmented block; its 
minimum x-y coordinates and its maximum width and 
height ; eccentricity min min max max( , , ,Y X W H ) max maxE W H=  of the 
rectangle surrounding the block; the mean horizontal length of 
black runs Rm and the bounding box pixel ratio P of the original 
data for the block, i.e. before running the RLSA. 

� The average correlation C1 between adjacent scan lines (C(1, 
y)); the percentage of lines C2 with C(1, y) > 0.8; the average 
correlation C3 between scan lines separated by ten intervening 
scan lines (C(10, y)). The normalized correlations between scan 
lines at y and y + r is defined as: 

 L being the number of pixels in a scan line and p(y, k) is the value 
of the kth pixel in the scan line y using the original data of the 
block. The selection of 10 scan lines (10 × 75 / 72) is based on the 
input resolution (75 dpi) and on the minimum font size (10 points) 
used in slideshows. If the resolution is changed then the 
corresponding number of scan lines is to be computed as 
described above. 

3.1.2 Bounding box labeling 
A unique label is further assigned to each extracted bounding box 
by considering the previous feature vector. The following rules 
are applied in order to label the blocks: 

1. Text: C1,2 (1 )ω−; and 3 (1 )C ω−≺  

2. Horizontal solid lines: max(1 )mR Wω− ×; and 1E ω;  

3. Graphics and images: E ω; and 1,2,3 (1 )C ω−≺  

4. Vertical solid lines: E ω≺  and 1,2,3C ω≺  

5. Horizontal bar with text: (1 ) maxR Wm ω− ×≺  and 1E ω;  

6. Vertical bar with text: E ω≺  and C1,2,3 ω;  

The above-mentioned method has been tested on approximately 
one hundred documents and the parameter ω  has been set to 0.2 
with satisfactory performance. The minimum and maximum 
heights of the text are computed considering the minimum and 
maximum size of the fonts. For example, the minimum and 
maximum font sizes for a typical PowerPoint slide image are 8 
and 96 points. Then the corresponding MIN_TEXT_HEIGHT and 
MAX_TEXT_HEIGHT are computed based on the specified 
minimum and maximum font sizes and the resolution (dpi) of the 
input image. For example, if the input image is 75 dpi, then 
MIN_TEXT_HEIGHT is 8 pixels (8 x 75 / 72) and 
MAX_TEXT_HEIGHT is 100 pixels (96 x 75 / 72). Then the 
corresponding MIN_TEXT_WIDTH and MAX_TEXT_WIDTH are 
computed from MIN_TEXT_HEIGHT and MAX_TEXT_HEIGHT 
using default width-height-ratio (7 / 12 for typical Courier font 
style)[17]. Hence, for the configurations above the 

MIN_TEXT_WIDTH of 5 pixels (8 x 7 / 12) and 
MAX_TEXT_WIDTH of 58 pixels (100 x 7 / 12) are computed. 

Each block is further processed to check whether it contains 
several blocks. Indeed, logos sometimes appear with text (most of 
the time in the title), captions are close to images and finally 
several images are often grouped in a same image block.  Most 
often, they could be separated by considering the average block’s 
height, width and also by passing them through horizontal and 
vertical projection profiles [3]. Finally, when the joined blocks are 
separated into individual blocks, each block is re-processed in 
order to extract its feature vector (sub subsection 3.1.1) and 
labeled accordingly (sub subsection 3.1.2). 

3.2 Text Line Extraction 
In the previous section, the textual blocks are labeled as text but 
there is no further information about the text alignment (e.g. 
horizontal and vertical text lines). In this section, we discuss 
about the extraction of the feature vector of each text line 
(horizontal or vertical) for the visual signature. The feature vector 
for each text line is {Ymin, Xmin, Hmax, Wmax, Nword, Ri(Yi , Xi), P}, 
where Nword is the number of words in the text line and Ri(Yi , Xi) 
is the relative position of word  i (i = 1, 2, .., Nword) with respect to 
the bounding box’s Ymin and Xmin. 

11( , ) [1 2 ( , ) ( , )]
0
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C r y p y k p y r k
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3.2.1 Horizontal text lines 
Often a textual block contains more than one line. Such blocks are 
passed through horizontal projection profile and separated into 
individual blocks with one text line per block. Then the number of 
words in each block is computed using the vertical projection 
profile (Figure 3). The threshold for word gap detection is 
selected by looking at a) the average column gap between 
connected components, b) the mean black run length Rm and c) 
the average height of each block [3].  

Figure 3. a) A typical slide with text (horizontal and vertical), 
image, solid line and bar with text and b) extracted features 

3.2.2 Vertical text lines 
The vertical text lines are segmented as multiple blocks 
containing one or more connected components and each block is 
labeled as either a horizontal text or an image. The width of such 
blocks is inferior to MAX_TEXT_WIDTH. Let 1 2{ , ,.., }NB b b b= be 
the set of blocks with label of either text or image such that 

. Any two blocks in B 
are merged, if and only if they are aligned vertically and the 
vertical gap between them is inferior to the MAX_COL_GAP. 
Each block is compared to rest of the blocks in B and if one or 
more blocks satisfy the condition above then they are merged i.e. 

max: ( ) _ _i ib B W b MAX TEXT WIDTH∀ ∈ ≺

, , ,( , ) ( ) for , :i j i j i j i j i jMERGE b b A B C b b B i j⇔ ∧ ∧ ∀ ∈ ≠   



, min min

, min max min max

, min min max

| ( ) -  ( ) |
Where | ( ) ( ) ( ) ( ) |

 | ( ) ( ) ( ) | _ _

i j i j

i j i i j j

i j j i i

A X b X b T
B X b W b X b W b T
C Y b Y b H b MAX COL GAP

⎧ =⎪ = + − −⎨
⎪ = − −⎩

≺
≺

≺
 

Finally, B consists of zero or more vertical text lines. Each 
element in B is checked and if labeled as a vertical text line then it 
is passed through the horizontal projection profile to compute the 
number of words in the text line and their relative positions [3]. 
The threshold for the vertical word gap detection is selected by 
looking at a) the average row gap; b) the width and c) the vertical 
mean black run length Rv of each vertical text line. Finally, the 
feature vector for each vertical text line is updated. In our system 
the threshold T is set to 10 pixels and it works for most of the 
slide images. 

3.3 Image, Horizontal Line and Vertical Line 
For these kinds of blocks, no processing is necessary. We keep 
only the feature vector ({Ymin, Xmin, Hmax, Wmax, P}) for the visual 
signature for each of this block (see Figure 3). 

3.4 Horizontal and Vertical Bar with Text 
Often in presentations, a rectangular bar behind the title is used 
(see Figure 3). This bar generally has a different background than 
the slides in order to highlight some textual information (below 
title, above footnotes, etc.). During binarization, often the 
foreground and background are reversed for such blocks. If we do 
not consider this case, the block will be either considered as an 
image or as a horizontal (resp. vertical) line. However, it is useful 
to analyze these kinds of blocks for adding further features to the 
visual signature. Thus, horizontal bars with text block (resp. 
vertical bar with text) are first converted to horizontal (resp. 
vertical) text blocks, i.e. white background with black foreground. 
Then the new textual block is treated like other text blocks 
(horizontal, vertical text extractions, subsection 3.2). The feature 
vector of a horizontal (resp. vertical) bar with text is thus the same 
as a horizontal (resp. vertical) text line but with a different 
labeling (see Figure 3). 

3.5 Bullet Extraction 
Bullets are often used in slideshows and appear normally at the 
beginning of a text line. It is thus useful information to extract and 
store in the visual signature. Looking at Figure 2, it is clear that in 
some cases bullets are attached to horizontal text lines. In other 
cases, bullets are segmented as separate blocks and labeled either 
as images or as horizontal texts having a width inferior to 
MAX_TEXT_WIDTH. Let 1 2 | |{ , ,.., }BB b b b=  be the set of blocks 
labeled either as text or as image, having the property 

max: ( ) _ _i ib B W b MAX TEXT WIDTH∀ ∈ ≺  and 1 2 | |{ , ,.., }LL l l l=  
be the set of the rest of horizontal text lines. The method looks for 
the presence of a block bi ahead of a text line lj, by comparing the 
relative position and bounding box properties (height, width) of bi 
with line lj. If the block bi is satisfying the condition given below 
then the block bi is considered as a bullet and associated with line 
lj. There can only be one bullet per text line. Moreover, the line lj 
is removed from L and the method continues to operate for the 
rest of the elements in L. Let  be the set of bullets.  M = ∅
� If the condition  is satisfied then  , , ,( i j i j i jp q r∧ ∧ )

( , )iADD M b , ( , )jREMOVE L l  for 1 | |  | and 1 |i B j L≤ ∀ ≤ ≤ ∀ ≤

, min min

, max max

, min min i max

( ) ( )
Where ( ) ( )

( ) ( ) ( ) _ _

i j i j

i j i j

i j j i

p Y b Y l
q H b H l
s X l X b W b MAX COL GAP

⎧ = ≥⎪ = ≤⎨
⎪ = − −⎩ ≺

  

� If L ≠ ∅ , then possibly a bullet is within lj and should be 
present in the first word. The average width and height of the 
connected components and the average column gap between 
connected components in lj are then computed. The following 
steps are further performed for the bullet extraction in the first 
word of jl L∀ ∈ : 

1. If there is only one connected component in the word, and if 
its width is inferior to the MAX_TEXT_WIDTH and if either its 
height is inferior to the average height or its width is inferior to 
the average width, then this connected component is a bullet 
(e.g. solid rectangle, circle, horizontal bar, picture, etc.).  

2. For two connected components in the word: If either the 
width and height of the first one is two times greater than the 
corresponding width and height of the next one or the height of 
the first one is inferior to the next one, then the entire word is a 
bullet (e.g. I., 1., 2., 3., numbering, a), 1), etc.).  

Figure 4. a) Captured image, b) projected part is up-sampled 
and binarized c) output of RLSA d) features’ bounding boxes

3. For more than two and less than five connected components 
in the word: if the height of all connected components except 
the last one are less or equal to the average height of the text 
line, and the height and width of the last connected component 
is inferior to the half of the height and width of all previous 
ones (e.g. II., III., IV., etc) then the entire word is a bullet. 

� If a bullet is found in lj, then lj’s feature vector is updated by 
removing its first word and the word is moved to the bullet set 
M ( { , _ ( )}jADD M FIRST WORD l ). 

Finally, if M ≠ ∅ , then the feature vector for each element in the 
M is built for visual signature. The feature vector for bullets is the 
same as that of image {Ymin, Xmin, Hmax, Wmax, P}. 

In this section, we explained how to extract various features 
and further stored them in a visual signature. Figure 4 represents 
one of the typical captured images from a web-cam, 
corresponding RLSA output of the projected part and bounding 



box of various extracted features. Looking at Figure 4, it is clear 
that the resolution of the captured image is very poor in order to 
apply any standard OCR techniques, whereas it can be applicable 
to the original images (see Figure 3). 

<

In the following section, the visual signature structuring is 
explained and presented as an alternative to classification 
techniques. 

4. STRUCTURING VISUAL SIGNATURES  
We have not used any classifier for organizing the electronic 
documents and their corresponding images, in the repository. The 
main idea is to structure the visual signature rather than 
structuring the repository. We organized our visual signature 
based on the feature’s priority; higher-level features appear first in 
the XML hierarchy and lower level features stand at the leaves 
(Figure 6). It is a breadth first matching approach, which 
considers higher-level features first. If one traverses from the root 
feature nodes to the leaf feature nodes, the priority slowly 
decreases (Figure 5). There are few reasons for choosing such 
hierarchy: 

1. The hierarchy of the visual signature corresponds to the 
visual features’ extraction process. Features requiring less 
processing are first extracted. They are more reliable than the 
lower-level features, which need more processing, and thus may 
introduce errors. For this reason, we chose to have the most 
reliable features at the top of the visual signature tree. 

2. The textual layouts vary more than other features in most of 
the slide images. For example, a person often select an existing 
design patterns (e.g. PowerPoint application) and thus only the 
textual and image content varies. Thus, the textual feature is of 
highest priority. Observing real world slideshow presentations, 
other features (bullets, horizontal and vertical lines, bar with 
text, etc) have been prioritized accordingly.  

3. It speeds-up during the matching of visual signatures by 
giving more importance to the high-level features, which 
narrows the search path. 

An example of the current features’ hierarchy is displayed in 
Figure 6. In the following section, matching techniques based on 
our structured visual signature, are described. 

5. MATCHING VISUAL SIGNATURES 
The proposed signature-based matching technique has numerous 
advantages. Firstly, it is better than the global image matching, 
for example pixel-by-pixel comparison [13][15], mainly because 
a) the resolution of the extracted images is very poor for an 

effective matching, b) rotation and translation affects the pixels 
locations, which further affects the distance computation 
( ( , ) ( , ) ( , )d A B d A X d X B≤ + , where A, B and X are the 
respective source, target and intermediate images). Secondly, this 
is novel document identification and matching technique that 
avoid traditional classifiers and uses a visual signature as a way to 
represent documents. 
In this section, we present both the exhaustive and hierarchical 
search techniques for the identification of captured images. At 
each feature node level (Figure 6), the matching score is 
calculated by considering the number of total matches divided by 
the total number of elements located in the corresponding feature 
node. Both comparison directions are considered, mainly because 
the number of features and the number of elements in a feature is 
rarely equal for the same high-resolution and low-resolution 
images. This fact is a direct implication of the resolution 
difference and of further errors in the RLSA, projection profiles 
and bounding boxes’ labeling.  For a particular feature, the total 
number of matches is computed by looking at the difference in the 
feature vector of each element in both the extracted and the 
original visual signatures. The final matching score is the average 
of scores in both directions. The threshold values for computing 
the feature vector are shown in Table 1. All the given thresholds 
(pixels) have been computed for a resolution of 75 dpi and they 
should be scaled accordingly if the input resolution changes. For 
example, if a threshold value is 5 for the resolution of 75 dpi then 
the corresponding value for 100 dpi is 7 (5 × 100 / 75). The same 
rule is also applicable for selecting the thresholds for the RLSA. 
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Figure 5. Tree representation of features in visual signature

Figure 6. An example of visual signature in XML 



5.1 Exhaustive Search 
This is the brute force search method for matching visual 
signatures. First the matching score for each available feature (fi) 
(see Figure 5) is calculated and then the global score is computed 
as the ratio of the sum of all features’ score upon the number of 
features having non-zero score. In this method, two types of 
mechanisms have been used for computing the global score: with 
(∑ωi fi for ∀i) and without weighted value of features (∑fi for ∀i) 
(for weight values, see Table 2). The signature having the highest 
global score is returned after comparison with all the signatures in 
the repository.  

Table 1. Threshold used for feature vector comparison 

Elements Threshold 

Ymin, Xmin  5 (pixels) 

Hmax, Wmax 10 (pixels) 

Nword 2 (word count diff.) 

Xi, Yi for each word 5 (pixels) 
 

Table 2. Weight for various features 

Features Weight 

Horizontal text (f1)  0.8 

Image (f2) 0.6 

Bullet (f3) 0.5 

Others (f3, f4, f5, f6, f7, f8) 0.3 

i = 2, 3,.., 8 

1 0 

0 1 

Step: 1

Yes 
No 

E = Visual Signature of image from video, B = 
{0}, T = 0.4, Size = 0.2, Gi = {0} i = 1, 2,.., 8 

Abs(Bbox(E) – Bbox(di)) < Tb  
Append(B, di), i = 1, 2, …, |D| 

G1 = match_ratio_f1 (E, B, T) 

|G1| 

find_weighted_sum_ratio(G8) 

Present, return with 
signature name 

If(( max_ weighted_sum_ratio(G8) -  2nd_max_ 
weighted_sum_ratio(G8)) > 0.4) 

|Gi| 

Not present return 
Null 

Present, return with 
signature max(G8) B = max_similarity(G8, 0.2) 

// Top 20% match ratio G8 
T += Size; 

Step: 2

Step: 3

Step: 4

Step: 5 

Gi = match_ratio_fi (E, Gi – 1, T) i = 2, 3,.., 8 
(Gi ⊆ Gi – 1 ⊆ … ⊆ G1 ⊆ B) 

5.2 Hierarchical Search 
 This matching technique is based on simple heuristics taking into 
consideration the hierarchy of the visual signature. Higher-level 
features are first compared, and then the lower-level features are 
matched, and so on until the matching reaches the leaves of the 
hierarchy. The hierarchy of the visual signature normally guides 
the search path. In this case the score for any feature is 
considered, if it is greater than a certain minimal value (0.2). Let 
E be the signature of the captured image and D = {d,, d2, …, d|D|} 
the set having all the signatures in the repository and T the 
matching threshold. 

Figure 7. Flow chart of the hierarchical matching technique 

1.  B = {b1, b2, .., b|B|} is derived from D (B ⊆ D), considering 
all the signatures with the difference in bounding box number is 
inferior to Tb i.e.  : _ ( , )i i ib B d D Diff Bbox E d T∀ ∈ ⇒ ∃ ∈ ≤ .b

)

2. First, the horizontal text feature’s matching-score f1 is 
computed. The subset G1 (see Figure 5) is created from B (G1 ⊆ 
B) by considering elements, whose score f1 is superior to T. If 
no element in G1 satisfies the above condition (f1 > T), then the 
same subset B (G1 = B) is kept for the next feature comparison 
i.e. 1 1 1 1( : ( , ) ), ( ) (i i ig G b B f b E T  G B G  ∀ ∈ ⇒ ∃ ∈ = ⇔ =∅; .  

3. The same procedure as in step 2 is used for deriving the next 
subset from the previous subset for all other features following 
the features hierarchy (from higher-level to lower-level features, 
see Figure 5 and Figure 6 for features hierarchy) i.e. 

1( : ( , ) ),  i j k j j k j j-1g G g G f g E T  G G , 2 j  −∀ ∈ ⇒ ∃ ∈ ⊆ ≤ ≤; 8 .        
At any feature level, elements fulfilling the criteria in all the 

previous feature levels are kept. Furthermore, at any feature 
level, if there is only one solution and its matching score is 
greater than 80%, then all other existing features for this 
solution are looked for. If the global matching score exceeds 
90%, the search is then terminated and the current solution is 
returned by the system (winner one). 

4. When the search reaches the right-most leaf node, the 
number of elements in the final subset |G8| is checked. If it is 
more than one, a weight is assigned to each feature’s score, 
according to its position in the hierarchical visual signature. The 
corresponding weight for each feature is shown in Table 2. The 
sum of the weighted score of all features for all elements in G8 
is then calculated. If the difference between the highest 
weighted sum and the second highest weighted sum of G8 is 
superior to 0.4, then the element having the highest weighted 
sum is considered as the required visual signature. Otherwise, B 
is assigned to the top 20% elements in G8 having the highest 
sum.   

5. T is increased with a step size of 0.2 and the same matching 
procedure starts again from step 2 and it continues until only 
one matching slide is found or no more elements are present in 
the set. If there are no more elements in any of the above subset, 
it means that the slide is not present in the repository. The 
above matching technique is summarized in Figure 7. 



6. EVALUATION AND RESULTS 
 Signature 
Extraction

We have developed an application that automatically evaluates 
the matching of the visual signatures. The visual signatures 
corresponding to the original electronic documents are stored in 
the repository along with the original slide images. The images 
captured from the web-cams, digital cameras and mobile phones 
are first processed to build their corresponding visual signatures. 
The extracted visual signature is then used in order to query the 
repository and find the best matching visual signature (Figure 8). 
For this purpose, 16 slideshows have been captured as video 
streams, using a web-cam. One image per stable period has been 
extracted, which corresponds to a sequence where only one slide 
is displayed [2].  

We evaluated the proposed matching methods for slideshows 
having a homogeneous background without complex textures. 
The evaluation is based on a recall and precision metrics rather 
than on a simple identification rate, which is the ratio of the 
number of documents correctly identified upon the number of 
documents queried. While using a simple identification, one could 
know the accuracy of the identification from the user point of 
view, but there is no information about the accuracy from the 
system part, which is the ratio of the number of documents 
correctly identified upon the total number of documents returned 
by the system. Using the metrics above, we get the identification 
rate from both sides and the relationship between them. Recall 
(R), Precision (P) and F-measure (F) are defined as:  

2, ,  and 

 number of correct documents retrieved
 number of correct documents not retrieved

 = number of documents are not in the repository
Where 
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In this evaluation, we queried only documents that are in the 
meeting repository, i.e. DФ = 0. Thus, the system returns either a 
document (correct or wrong) or null, when the system could not 
make a trustful decision. Hence the following rules can be stated: 
( ) ( ) ( ) and (c f c n f n n f )D D D D D D R P D D+ ≤ + ⇒ ≤ ⇒ ≤ −  is the 
number of times the system returns null. The ratio R / P is the 
answering rate of the system. R conveys the identification rate 
from the user part (i.e. ratio of the correct documents identified 
upon total documents queried) whereas P says the trustfulness 
(accuracy) of the answer returned by the system (i.e. ratio of the 
correct documents identified upon total documents returned by 
the system). Finally, F corresponds to the combined performance 
of both R and P. 

All the following evaluations have been performed on a 
repository containing more than 1000 slide images. For all the 
captured devices used, the images mostly contain the slide region 
with a rotation of less than ±5 degree. Note that because only the 
signature matching is employed and because OCR is avoided, our 
hierarchical search takes less than 1 second in order to compare 
1000 image visual signatures. In the first set of experiments, our 
matching algorithms have been tested on 626 (16 slideshows) 
slide images, captured with a web-cam, as queries.  

The performances of three matching algorithms have been 
compared: two exhaustive searches (with and without weighting 
mechanisms) and one hierarchical search (presented in the above 
section). The results are displayed in Table 3 and Table 4. For the 
exhaustive search, the average recall (66%) and precision (71%) 
with weighted features is better than the respective recall (62%) 
and precision (67%) without weight, which tells about the 
benefits of having weighted visual features for matching. This 
score should be improved with a correct weighting of each visual 
features, using statistical methods. We did some preliminary 
experiment using the Hausdorff distance [13] and it resulted in a 
precision below 50%, with a recall below 40%. We plan in the 
near future to compare precisely the score of our visual signature 
with a standard Hausdorff distance. 

Table 3. Results (Exhaustive) for images from web-cam 

 Without weight With weight 

Slideshow R P F R/P R P F R/P 

1 (47) 0.91 0.91 0.91 1.00 0.96 0.96 0.96 1.00

2 (75) 0.91 0.91 0.91 1.00 0.95 0.95 0.95 1.00

3 (73) 0.82 0.87 0.84 0.94 0.84 0.88 0.86 0.94

4 (72) 0.72 0.72 0.72 1.00 0.82 0.82 0.82 1.00

5 (87) 0.41 0.43 0.42 0.95 0.55 0.58 0.56 0.95

6 (27) 0.19 0.19 0.19 1.00 0.30 0.30 0.30 1.00

7 (24) 0.87 0.95 0.91 0.92 0.87 0.95 0.91 0.92

8 (21) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

9 (14) 0.57 0.57 0.57 1.00 0.71 0.71 0.71 1.00

10 (30) 0.60 0.60 0.60 1.00 0.63 0.63 0.63 1.00

11 (13) 0.38 0.38 0.38 1.00 0.31 0.31 0.31 1.00

12 (44) 0.54 0.62 0.58 0.89 0.54 0.62 0.58 0.89

13 (34) 0.32 0.48 0.39 0.68 0.32 0.48 0.39 0.68

14 (16) 0.44 0.50 0.47 0.88 0.37 0.43 0.40 0.88

15(25) 0.76 0.76 0.76 1.00 0.80 0.80 0.80 1.00

16(24) 0.54 0.87 0.67 0.63 0.58 0.93 0.72 0.63

Total (626) 0.62 0.67 0.65 0.93 0.66 0.71 0.68 0.93

Low-resolution 
Documents 

Matching 

 Multimedia Repository

Multimedia Documents 

Figure 8. Retrieval of original documents and related media



Table 4. Result (Hierarchical) for images from web-cam 

Slideshow R P F R/P 

1 (47) 0.93 0.98 0.96 0.96 

2 (75) 0.92 1.00 0.96 0.92 

3 (73) 0.77 0.98 0.86 0.78 

4 (72) 0.67 1.00 0.80 0.67 

5 (87) 0.42 0.97 0.60 0.44 

6 (27) 0.52 0.93 0.67 0.56 

7 (24) 0.79 1.00 0.88 0.79 

8 (21) 0.86 1.00 0.92 0.86 

9 (14) 0.57 0.88 0.70 0.64 

10 (30) 0.57 0.74 0.64 0.77 

11 (13) 0.46 1.00 0.63 0.46 

12 (44) 0.25 1.00 0.40 0.25 

13 (34) 0.24 0.53 0.33 0.44 

14 (16) 0.18 0.60 0.28 0.31 

15(25) 0.24 1.00 0.39 0.24 

16(24) 0.29 0.88 0.44 0.33 

Total (626) 0.54 0.91 0.65 0.59 
 

Further, as we can see, our hierarchical search drastically 
increases the average precision, i.e. the truthfulness of the system 
(Table 4). This means that when the system gives back a 
document, the answer can be trusted in 91% of the cases. 
Although only 54% of the documents queried are identified 
(recall), documents incorrectly identified are known since the 
system returns null in case of uncertainty, and thus those 
documents can be re-queried on another system that retrieves the 
slideshow to which the documents belongs. This low recall value 
is due to either the removal of solutions in the initial matching 
step, which is the bounding box comparison or due to the fact that 
not even a single feature of the visual signature qualifies the 
minimum matching threshold (Section 5.2). However, this should 
be fixed in the future by properly setting up the various thresholds 
used by the hierarchical algorithm and by enhancing the bounding 
box extraction procedure as well as the matching technique, so 
that no good solution is removed in the initial step. Finally, from a 
preliminary study, it seems that the hierarchical search is only 2-3 
times faster than the exhaustive search. However, with the 
increasing of the number of images in the repository, this ratio is 
proportionally growing and our hierarchical search will become 
greatly necessary for real-time applications, in order to avoid 
uninteresting search spaces.  

For the exhaustive searches, two slideshows (6 and 11 of Table 3) 
gave back recall and precision values inferior to 40%, which 
drastically decreased the overall average performance. But the 
performance is better in the hierarchical search for the same 
slideshows.  Indeed, in the exhaustive search, the solution having 
the highest non-zero global score is returned (Section 5.1) and it 
may not be the correct one, whereas in the hierarchical search, the 
score is feature-specific and is compared to a threshold for 

acceptance in each feature level. In the near future, we will 
improve the recall and precision of the exhaustive search by 
considering a pool of relevant solutions, let’s say the top N 
solutions and then the final solution will be chosen among them, 
using an adaptive weighing method.  

In the second set of experiments, we evaluated the retrieval 
accuracy of the slides captured using digital cameras (2-4 Mpixel) 
as queries. The results are displayed in Table 5 and Table 6. 
Images were taken while the presentation was going on. In this 
case the performance is comparatively lower than the web-cam. 
The main reason is due to the distance varies and the camera 
rotation. A more subsequent evaluation will be performed in the 
near future. 

Table 5. Results (Exhaustive) for images from digital cameras 

Slide images  Without weight With weight 
 R P F R/P R P F R/P 

20 0.46 0.73 0.56 0.63 0.64 0.78 0.70 0.82 
 

Table 6. Results (Hierarchical) for digital cameras 

Slide images R P F R/P 
20 0.43 0.71 0.54 0.61 

 

In this evaluation process, both the recall and precision should be 
increased in order to improve the identification accuracy from 
both user and system sides. The lower values of recall & precision 
are due to a) the existence of tables, small font size (< 10 points), 
and complex figures, which obstructs the extraction of an 
effective visual signature and b) in some cases, the extracted slide 
images were so bad (distorted or too small) that the matching 
gave back no result. Since the number of correct retrieved 
documents (Dc) can be increased by enhancing the bounding box 
extraction procedure along with the matching technique as 
explained earlier, and because both recall & precision are directly 
proportional to Dc (R & P α Dc), then not only can be increased R 
and P but also Dn (correct documents not retrieved) and Df 
(incorrect documents retrieved) can be decreased. Moreover, P is 
inversely proportional to Df (P α 1/Df) and since Df can be 
decreased by tuning the threshold so that null is returned instead 
of incorrect documents, then P can be increased without affecting 
recall and Dc. 

7. CONTENT EXTRACTION FROM 
ELECTRONIC DOCUMENTS 
Both the visual signature, extracted from low-resolution image, 
and the layout structure of the corresponding electronic document, 

Xed output from PDF Low-resolution Visual Signature 
<Text NoOfLine

HasHorizontalText Sentence
Sentence y  x  width  

         height " 
NoOfWords PixelRatio

HasHorizontalText

HasVerticalText NoOfSentence
Text

HasImage NoOfImage
Image y " x  width  

height PixelRatio
HasImage

="1"> 
   < ="1">  
       < ="210" ="260" ="170"

="72
="2" ="0.36" />  

   </ > 
 
   < ="0" />  
</ > 
< ="1"> 

< ="24 ="226" ="449"
="100" ="0.43" />  

</ > 
 … 

Text and Graphics 

Figure 9. Linking of visual signature with Xed’s output 



extracted with Xed [7], are XML files. They can be further linked, 
and the visual signature can thus be enriched with the textual 
content available in the electronic document. The procedure 
compares the geometrical locations of the various feature blocks 
in our visual signature with the layout structure of the 
corresponding electronic document. Sometimes two or more 
feature blocks need to be merged in our visual signature so that it 
can be aligned with the electronic document’s layout structure. 
Once the alignment is performed, the textual and graphical parts 
are extracted along with their characteristics. An example of this 
extraction process is shown in Figure 9.  

8. CONCLUSION AND FUTURE WORK 
In this paper, we described a new document identification method 
for low-resolution document image. We have explained how to 
extract various useful visual features and how to structure them in 
a visual signature by looking at their importance in a typical real 
world slideshow presentation. A fast matching technique based on 
a structured visual signature that does not require any classifier, 
has been then presented along with evaluation results. Finally, the 
resolution of the extracted images being too poor to perform 
OCR, an alternative way to get the textual content directly from 
the PDF documents [7] has been presented. 
In the near future, we plan to improve our identification method 
to consider slideshows having complex background texture. We 
also plan to consider the color information by correcting the color 
values of the low-resolution capture devices and by identifying 
different background pattern for the matching technique. Finally, 
we plan to evaluate a) the performance of our visual signature for 
identifying low-resolution documents, using or not color 
information, and b) the performance of our matching techniques 
on slideshow repositories of various sizes. 
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