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ABSTRACT

Automatic emotion recognition systems based on supervised machine learning require reliable annota-
tion of affective behaviours to build useful models. Whereas the dimensional approach is getting more
and more popular for rating affective behaviours in continuous time domains, e. g., arousal and va-
lence, methodologies to take into account reaction lags of the human raters are still rare. We therefore
investigate the relevance of using machine learning algorithms able to integrate contextual information
in the modelling, like Long Short-Term Memory Recurrent Neural Networks do, to automatically pre-
dict emotion from several (asynchronous) raters in continuous time domains, i. e., arousal and valence.
Evaluations are performed on the recently proposed RECOLA multimodal database (27 subjects, 5
minutes of data and 6 raters for each), which includes audio, video, and physiological (ECG, EDA)
data. In fact, studies uniting audiovisual and physiological information are still very rare. Features
are extracted with various window sizes for each modality and performance for the automatic emo-
tion prediction is compared for both different architectures of Neural Networks and fusion approaches
(feature-level / decision-level). The results show that: (i) LSTM network can deal with (asynchronous)
dependencies found between continuous ratings of emotion with video data, (ii) the prediction of the
emotional valence requires longer analysis window than for arousal and (iii) a decision-level fusion
leads to better performance than a feature-level fusion. The best performance (concordance correla-
tion coefficient) for the multimodal emotion prediction is 0.804 for arousal and 0.528 for valence.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

In everyday social interactions, humans express various com-
plex feelings through several communication modalities, such
as voice, face, body and even physiology (e. g., sweating). De-
spite the fact that cognitive processes used to encode affective
information during such social interactions are relatively com-
plex, humans can easily manage to decode such information in
real time from multimodal cues. However, when such task has
to be performed by a machine, e. g., for enabling more natu-
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ral interactions between human and machines, the complexity
of the affect decoding process requires the use of a combina-
tion of sophisticated processes of signal processing methods
(for extracting relevant information from recordings) and ma-
chine learning algorithms (for finding the underlying emotion).
Automatic emotion recognition also requires to define models
of emotion that can be used for learning the associations be-
tween measurable events of various timings (e. g., speech, fa-
cial or gestural behaviour) and the corresponding emotion. Hu-
man ratings of emotion, performed on collections of audiovi-
sual recordings, can be used to create such dictionary, which
can be then used by machines to perform automatic predic-
tions. Two main approaches have been employed so far to per-



form the ratings of emotion: a categorical approach, where a
human rater selects an emotionally related adjective from a list
of adjectives to describe the stimuli, or a dimensional approach,
where the rater continuously evaluates the emotion observed in
the stimuli, using predefined scales, such as arousal and va-
lence. However, dimensional annotations of emotion pose sev-
eral challenges for being used by machines for automatic emo-
tion predictions (Gunes and Schuller (2013)). While multiple
raters are required to increase the reliability of the annotated
emotion, the complexity of defining a gold standard from the
pool of raters also increases. Indeed, humans have natural bias
and inconsistencies in their judgement (Tversky (1969)), which
creates some noise in the ratings. They also need time to feed-
back on the perceived cues, which leads to a lag in time between
the observable event and the reported emotion. Whereas noise
in the ratings can be filtered out by averaging over (many) dif-
ferent raters, the lag in emotion feedback has important conse-
quences on machine learning algorithms that use fixed window
analysis. Indeed, measurable events are shifted in time with the
corresponding emotion. Therefore, compensation techniques
based on signal processing were investigated in order to define
a reliable gold standard of emotion from time-continuous an-
notations (Nicolaou et al. (2010b); Nicolle et al. (2012); Mari-
ooryad and Busso (2013, 2014)). Such methods require, how-
ever, a first analysis of the ratings along with the recordings, to
estimate the reaction time of the raters, before using traditional
machine learning techniques, such as Support-Vector Machines
(SVM), to perform automatic predictions. Yet, the recent ap-
parition of machine learning algorithms able to integrate con-
textual information could enable the possibility to directly use
the information provided by several raters in the system, with-
out using techniques compensating for different reaction time-
delays between the raters.

The major contributions investigated in this study can be
listed as follow: (i) we investigate the relevance of machine
learning algorithms able to integrate contextual information,
such as Long Short-Term Memory Recurrent Neural Networks
(LSTM-RNN) do, to perform automatic prediction of emotion
on ratings provided by several raters, (ii) we perform this eval-
uation on a fully naturalistic multimodal database (RECOLA)
that contains audiovisual alongside physiological affective data,
(iii) we study the influence of various window sizes to predict
emotion from different modalities (i. e., audio, video, ECG and
EDA), (iv) we perform multimodal fusion of these modalities at
two levels: features or decision and (v) evaluate the interest of
using event based probability (e. g., speech utterance or visible
face) as a feature to learn which modality to trust over time.

In the remainder of this paper we introduce related work on
automatic emotion recognition (Sec. 2), then present the meth-
ods used in this study (Sec. 3), and the results (Sec. 4) before
concluding (Sec. 5).

2. Related work

In affect recognition, most methods that include speech
as a modality have dealt with recognition on an ‘utterance’
level, e. g., Ververidis and Kotropoulos (2006); Vlasenko et al.
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(2007). Thereby each utterance has exactly one affective la-
bel and the classifier or regressor returns exactly one predic-
tion for the utterance. Recently, databases with time-continuous
ratings have emerged such as the Sensitive Artificial Listener
(SAL) set in the HUMAINE database (Douglas-Cowie et al.
(2007)), and the SEMAINE database (Schroder et al. (2012)).
Such databases have caused a shift in methods, first of all mov-
ing from classification to regression to be able to model con-
tinuous affective dimensions (Grimm et al. (2007)), and next
moving from utterance or segment level labels (Chetouani et al.
(2009)) to quasi time-continuous labels (Eyben et al. (2010a);
Schroder et al. (2012)). Automatic emotion recognition from
time-continuous labels presents however several challenges that
are summarised below.

It requires the determination of the appropriate length of the
temporal window used for emotion prediction, which depends
on the modality and the emotion (Gunes and Pantic (2010)).
There is actually no clear consensus in the literature regarding
the best length of temporal window to use for a given modal-
ity and emotion. Whereas the overall duration of an emotion is
supposed to fall between 0.5 and 4 seconds (Levenson (1988)),
the length of the analysis window used for emotion prediction
can vary greatly according to the modality; audio signals usu-
ally change more rapidly over time than video signals, and even
more than physiological signals (Kim (2007); Gunes and Pan-
tic (2010); Gunes and Schuller (2013)). In this study, we chose
to use various window sizes (ranging from 0.48s to 6.24s.)
to perform emotion prediction from different modalities (i.e.,
audio, video and physiological data), and thus estimate which
window size performs best for which modality and emotion.

Next to the challenge of time-continuous labels, there is the
challenge of multimodal fusion (to improve prediction accu-
racy) and synchronisation of various individual ratings (to de-
fine a reliable gold standard). Regarding multimodal fusion,
two main approaches are used in the literature: feature-level
and decision-level fusion. Feature-level fusion is performed
by merging all the features from multiple modalities into one
feature vector (streams with different frame rate can be down-
sampled or up-sampled to a common frame rate), which is then
given to a machine learning algorithm (Nicolaou et al. (2011);
Metallinou et al. (2011)). Whereas in the decision-level fusion,
each modality is processed separately by a first emotion recog-
niser, and another model is trained on the unimodal predictions
to predict the actual single-modal gold standard (Kanluan et al.
(2008); Nicolaou et al. (2010a)).

Finally, the issue of synchronisation of various individual
ratings for defining a gold standard has been investigated us-
ing signal processing techniques in the literature. Models of
reaction lag have been estimated from the data, by maximis-
ing the correlation coefficient (Nicolaou et al. (2010b); Nicolle
et al. (2012); Mariooryad and Busso (2013)), or the mutual in-
formation (Mariooryad and Busso (2014)) between audiovisual
features and emotional ratings while shifting back in time the
latter. Such models thus make it possible to compensate for
lags when averaging over ratings to obtain a single gold stan-
dard. In this study, we chose an approach based on machine
learning that is capable of modelling time series with contex-



Table 1. Partitioning of the RECOLA database into train, dev(elopment),
and test sets for continuous emotion recognition.

# train dev test
female 5 5 5
male 4 4 4
French 7 7 6
Italian 1 1 3
German 1 1 0
age u (0) | 20.6 (1.7) | 22.6 (4.2) | 21.6 (1.1)

tual dependencies: (Bidirectional) Long Short-Term Memory
(B)LSTM) Recurrent Neural Networks (RNN). This type of
network has been successfully used in previous work on dimen-
sional emotion recognition (Eyben et al. (2010a, 2012)), and is
well suited for working with long time delays (up to multiple
seconds) between labels and inputs, such as those arising from
de-synchronised modalities and ratings.

3. Data and Methods

This section describes the data and methods used. The new
RECOLA multimodal database employed in this study is intro-
duced in the following section. Methods employed to extract
features from audio, video and physiological recordings are
then described, followed by a description of the LSTM frame-
work that is used to perform automatic emotion prediction on
time-continuous ratings.

3.1. The RECOLA multimodal database

A new multimodal corpus of spontaneous interactions in
French called RECOLA, for REmote COLlaborative and Af-
fective interactions, was recently introduced by Ringeval et al.
(2013). Spontaneous interactions were collected during the re-
solving of a collaborative task (“Winter survival task”, Hall
and Watson (1970)) that was performed in dyads and remotely
through video conference. The RECOLA database includes
9.5h of multimodal recordings, i.e., audio, video, electro-
cardiogram (ECG) and electro-dermal activity (EDA), that were
continuously and synchronously recorded from 46 participants.
In addition to these recordings, emotional ratings were per-
formed by six French-speaking assistants via the ANNEMO
web-based annotation tool, i. €., time- and value-continuous, for
the first five minutes of all recorded sequences. The dataset for
which participants gave their consent to share their data is re-
duced to a set of 34 participants for an overall duration of 7
hours, including 5.5 hours of fully multimodal recordings from
27 participants, due to issues during the recording of the phys-
iological signals. The RECOLA database and the ANNEMO
web-based annotation tool are both publicly available!.

For the purpose of this study, we used the 27 subjects of the
RECOLA database for which all three modalities were avail-
able (audio, video and physiological recordings). Data were

1 http://diuf.unifr.ch/diva/recola

Table 2. Influence of different rating normalisation techniques (raw: no
normalisation, zero-m.: zero-mean normalisation, wgt-m.: rater agree-
ment weighted-mean normalisation) applied on ratings of arousal and va-
lence provided by 6 annotators; % pos: percentage of positive instances.

Arousal | Valence
raw p. 0.28 0.37
raw % pos 59.0 70.5
Zero-m. p 0.33 0.43
zero-m. % pos 50.8 44.8
wgt-m. p,. 0.33 0.43
wgt-m. % pos 48.5 74.1

divided into speaker disjoint subsets for training, validation and
testing, by stratifying (balancing) on gender and mother tongue,
cf. Table 1. Regarding the time-continuous annotations of emo-
tion, we used a new normalisation technique to increase the
inter-rater agreement, while preserving the original balancing
of the ratings: we weight the mean of each rater by his/her
respective agreement with others — similar to the Evaluator
Weighted Estimator (Grimm et al. (2008)), when defining the
reference point used for normalisation of the ratings. We used
as metric of inter-rater agreement the mean pair-wise correla-
tion coeflicient: the agreement of a rater is obtained by aver-
aging the correlation coefficient over all pairs of raters formed
with this rater — N — 1 pairs for N raters. In order to compare
the influence of this technique between raw and zero-mean nor-
malisation, which is the common approach used in the litera-
ture, we computed the percentage of positive instances and the
concordance correlation coefficient (o) (cf. Li (1989)), which
combines the Pearson correlation coefficient (p) and the mean
square error (MSE) in a single metric:

2p0 0y
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where p is the Pearson correlation coefficient between two
raters, a'i. and o-f the variance of each rater, and u, and u, the
mean value of each rater.

Results show that the same amount of improvement can
be obtained on the inter-rater agreement (measured as aver-
age p. between all rater pairs) when using either zero-mean or
weighted-mean normalisation, with a better conservation of the
original balance (% pos) for the latter technique, cf. Table 2.

Because we used windows of different size to perform time-
continuous emotion prediction, we evaluated the information
loss when a mean sliding window is applied on the original rat-
ings (25 Hz). For each rater, we filtered the data with a mean
sliding window (shifted forward at a constant rate of 0.48 s) and
then interpolated the output to get back to the original 25 Hz
frame rate. The result of this interpolation was compared with
the original rating by computing the p.. Results show that the
information loss increases more rapidly for arousal than for va-
lence when the length of the sliding window increases, since
the emotional valence changes less rapidly over time than the
arousal (Levenson (1988)). Further, a window up to 6 seconds
can be used for emotion prediction with an information loss of



Table 3. ComPARE acoustic feature set: 65 low-level descriptors (LLD).

4 energy related LLD Group
Sum of auditory spectrum (loudness) prosodic
Sum of RASTA-filtered auditory spectrum prosodic
RMS Energy, Zero-Crossing Rate prosodic
55 spectral LLD Group
RASTA-filt. aud. spect. bds. 1-26 (0-8 kHz) | spectral
MFCC 1-14 cepstral
Spectral energy 250-650Hz, 1 k—4 kHz spectral
Spectral Roll-Off Pt. 0.25, 0.5, 0.75, 0.9 spectral
Spectral Flux, Centroid, Entropy, Slope spectral
Psychoacoustic Sharpness, Harmonicity spectral
Spectral Variance, Skewness, Kurtosis spectral

6 voicing related LLD Group

Fy (SHS & Viterbi smoothing) prosodic
Prob. of voicing voice qual.
log. HNR, Jitter (local & 6), Shimmer (local) | voice qual.

less than 0.3 p. for arousal; 0.2 p,. for valence.

3.2. Multimodal feature extraction

In order to extract relevant information from signals of audio,
video and physiological modalities for emotion prediction, we
perform different processing steps on these signals. The goal
is to reduce the quantity of data given to the machine learning
algorithm, while increasing the relevance for the prediction of
emotion.

3.2.1. Audio features

For the extraction of acoustic features, we chose the
same set of acoustic Low-Level Descriptors (LLD) as in the
last two INTERSPEECH Computational Paralinguistics Chal-
lengEs (CoMPaRE 2013-2014) (Schuller et al. (2013, 2014)).
Our open-source feature extractor openSMILE (Eyben et al.
(2010b)) was used for this purpose in its recent 2.0 release (Ey-
ben et al. (2013)). The ComParE feature set contains 65 LLD
of speech with their first order derivate — 130 LLD in total.
Voicing related LLD are extracted from 60 ms frames (Gaus-
sian window function) with o = 0.4, all other LLD are ex-
tracted from 25 ms frames (Hamming window function). All
windows are overlapping and are sampled at a common rate of
100Hz (10 ms period). For details on the feature set including
an in-depth analysis of the features for speech tasks the reader
is referred to Weninger et al. (2013). The LLD included in the
set are summarised in Table 3.

3.2.2. Video features

As visual features we extracted 20 LLD and their first order
derivate (40 LLD in total) for each frame (25 Hz) in the video
recordings: 15 facial actions units (AU) involved in emotional
expressions, head-pose in three dimensions and the mean and
standard deviation of the optical flow in the region around the
head. The initial step of visual features extraction is to auto-
matically detect the face region. A facetracker based on the
supervised descent method (SDM) was used for this purpose
(Xiong and De la Torre (2013)). It estimates the location and

Table 4. AU detection accuracy on the CK+ database; OA(%): Overall
accuracy; AUC(%): Area under ROC curve.

AU OA | AUC

1 (Inner brow raiser) 90.14 | 93.08

2 (Outer brow raiser) 90.75 | 91.54
4 (Brow lowerer) 84.16 | 90.17

5 (Upper lid raiser) 92.08 | 93.50

6 (Cheek raiser) 85.02 | 87.32

7 (Lid tightener) 82.09 | 83.50

9 (Nose wrinkler) 96.25 | 98.21

11 (Nasolabial deepener) | 93.54 | 79.76
12 (Lip corner puller) 94.16 | 95.22
15 (Lip corner depressor) | 92.14 | 92.26
17 (Chin raiser) 89.96 | 95.24

20 (Lip strecher) 96.12 | 96.76

23 (Lip tightener) 90.91 | 89.22

24 (Lip pressor) 92.56 | 87.72

25 (Lips part) 93.19 | 97.37

the shape of the face using a cascade of regression models that
are learned from local texture features (SIFT model); 49 land-
marks of the face are returned by the facetracker for each frame,
as well as a probability measure of correct detection (estimated
by an SVM trained with face and non-face images). LLD of
the frames for which the tracker was unable to locate the land-
marks, e. g., when the face was occluded or outside, were set to
0. The optical flow was computed around the head region us-
ing Farneback’s algorithm (Farnebéck (2003)), then the mean
and the variance of the norm of the optical flow vectors were
calculated. The region of interest was defined by the extremum
landmarks from the tracked face shape. This region was en-
larged with a safety margin equally on all sides, such that the
width and the height are twice of those computed from the
tracked face. The 3D head pose angles were estimated in an
iterative manner using the tracked (2D) face shape and a 3D
point distribution model (PDM), cf. Chen et al. (2012). The
AUs, which quantify the muscle activity on the face according
to the facial action coding system (FACS, Ekman and Friesen
(1978)), were detected by using a linear SVM with SIFT fea-
tures (Lowe (2004)). For each tracked face image we first apply
a texture alignment using a 3D Cylindrical Head Model (CHM,
Xiao et al. (2003)) to avoid the effects of varying head-pose.
The aligned face image is then scaled to a fixed size of 200 by
200 pixels, and SIFT descriptors are extracted in a 32 x 32 lo-
cal neighbourhood around each of the 49 landmarks; PCA is
applied to reduce dimensionality - 98% of the total variance is
retained in the training set. A linear SVM was finally trained
with a 5-fold cross validation on the CK+ dataset to detect each
AU; distance to the hyperplane was computed as a measure of
intensity. Figure 1 shows an example of the face tracking and
optical flow calculation result. The detection accuracies for a
leave-one-subject-out test on CK+ for the 15 AUs (as well as
their definition) are shown in Table 4.

3.2.3. Physiological features
Because of their physiological nature, bio-potential signals
such as ECG and EDA require more time than audio and video



Fig. 1. Top: face tracking and head-pose estimation on a video frame; Bot-
tom: optical flow calculated around the head region.

signals for extracting LLD. In this study, LLD were extracted
from both ECG and EDA signals with overlapping (step of
0.48's) windows of 4s length. 28 LLD were extracted in to-
tal from the ECG signals: the heart rate (HR) and its measure
of variability (HRV), the zero-crossing rate, the 4 first statisti-
cal moments (Picard et al. (2001)), the normalised length den-
sity (NLD) and the non-stationary index (NSI), the spectral en-
tropy, slope and mean frequency plus 12 spectral coefficients
(Hanning overlapping windows ranging from 3 to 27 Hz), and
the power of HR in low frequency (LF, 0.04-0.15 Hz), high fre-
quency (HF, 0.15-0.4Hz) and the LF/HF ratio (Bilchick and
Berger (2006)); the first order derivate was furthermore com-
puted on all excepted HR and HRYV, which thus provided 54
LLD in total for the ECG signals.

In order to extract the heart rate (HR), the interval between
two QRS complexes defined as R-R interval (1gz_g) was es-
timated using the real-time algorithm developed by Pan and
Tompkins (1985). The respiration drift was removed using a
morphological operator (maxima and minima computed on a
sliding window). The NSI is a measure of signal complexity; it
segments the signals into small parts and estimates the variation
of the local averages (Hausdorff et al. (2000)). Finally, the NLD
index was extracted to capture non-linear temporal variations of
the signals:

1, .
NLD = N ; [yn(D) — yali — 1), 2)

where y,(i) and N represent the ith sample after amplitude nor-
malization and the length of the signal respectively (Kalauzi
et al. (2009)).

EDA reflects a rapid, transient response called skin conduc-
tance response (SCR), as well as a slower, basal drift called skin
conductance level (SCL) (Dawson et al. (2007)). Both SCL (0—
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Fig. 2. LSTM block, containing a memory cell and the input (i), output
(o) and forget (f) gates. State shown at timestep 7. Input data vector (x),
connection weights w,;, (multiplicative), bias values b, cell output y. Non-
linear squashing functions g() and /(). The vector containing all outputs of
the current hidden layer at timestep ¢ is denoted as y,. T denoting a time
delay unit of one timestep. X in a circle denoting a multiplicative unit.
denotes a summation unit. f(), g(), and %() are activation functions (non-
linearities). (Eyben, 2014)

0.5Hz) and SCR (0.5-1Hz) were extracted using a 3rd order
Butterworth filter, 30 LLD were then computed in total: the
temporal slope of EDA (first coefficient of a first order regres-
sion polynomial), the spectral entropy and mean frequency of
SCR, the NSI and NLD index, the 4 first statistical moments,
the mean value of the first order derivate, and the proportion
and mean of its negative part for EDA, SCL and SCR. Finally,
first order derivate of these LLD were computed, which pro-
vided 60 LLD in total for EDA signals.

3.3. Continuous emotion prediction

3.3.1. Memory-enhanced networks

Traditional Feed-Forward Neural Networks (FF-NN) with
sigmoid summation units have no memory or feedback connec-
tions, i.e., they have no knowledge about other inputs/frames
than the current time step. A logical extension is to make the
network recurrent, i.e., add a feedback from the output to the
inputs with a delay of one timestep. Such networks are known
as RNN. However, these networks suffer from the ‘Vanishing
Gradient Problem’ (Hochreiter et al. (2001)), where the activa-
tions and/or error on the recurrent connection decay exponen-
tially. This limits the amount of temporal context that is acces-
sible to the networks to approximately 10 frames. To overcome
this problem, LSTM-RNN have been introduced originally by
Hochreiter and Schmidhuber (1997), and extended to the ver-
sion used in this article by Graves and Schmidhuber (2005).
The main difference between the original version and the ver-
sion used in this article is the use of peep-hole connections
from the internal memory state to the input, output, and forget
gate summation units (cf. wp, in Figure 2). The sigmoid sum-
mation units in the hidden layers of a conventional RNN are
replaced by so-called LSTM memory blocks in LSTM-RNN.
These LSTM blocks can store information in the cell variable



¢; for an indefinite amount of time due to the Constant Error
Carousel (CEC) where the previous memory cell state ¢,_; is
connected to the current state over a recurrent connection with
constant weight 1 (without the dynamic multiplicative influence
of the forget gate), cf. Figure 2. In this way, the network can
dynamically exploit long-range temporal context without the
Vanishing Gradient problem.

Each LSTM block contains a memory cell and three mul-
tiplicative gates: the input gate, the output gate and the forget
gate (Figure 2). These gates guard the data-flow to and from the
block’s internal memory cell ¢,. For the input gate, for example,
the activation at the output of the gate is computed as:

ir = fOWyiXs + Wyy,_| + Wpici_1 + b)), 3)

where w, and w, are weight vectors (row vectors) matching the
dimensionality of x or y, respectively. x; is the input vector
at time step ¢, y,_; is the hidden state vector of the previous
time step, and b; denotes the input gate bias value for this cell.
The activations of the forget and output gates (f; and o,) are
computed in the same way. The computations can be derived
from Figure 2. The forget gate controls the retention or decay
of the stored input ¢;. If f; = 0, the previous cell state c;_; is
fully deleted. The input and output gates are responsible for
dynamically weighting the cell input and output, respectively.
The internal cell state ¢, at timestep ¢ is given as:

Cr = f;‘ct—l + ilg(w)mxt + Wyedi-1 + bc), (4)
and the output activation of the cell is:

¥ = oih(cy). ®)

The functions f (for the gates), g (for the input), and h (for
the output) are non-linear squashing functions, just as those in
normal sigmoid neural network units. The sigmoid (logistic)
function is used for the gate activation (function f) and the tanh
function is used for the cell inputs and outputs (function g).

In addition to LSTM memory blocks as hidden units, we em-
ploy bidirectional LSTM-RNN (Schuster and Paliwal (1997)
(BLSTM-RNN)). A bidirectional RNN theoretically has access
to all past and all future inputs, which renders it ideal for pro-
cessing data with de-synchronisation between inputs and tar-
gets. This property is made possible by processing the data in
both directions in two separate hidden layers: one processes the
data sequence forwards, the other one backwards. The outputs
from both hidden layers are then connected to the same output
layer, which fuses them. The combination of the concept of
bidirectional RNN and LSTM leads to BLSTM-RNN (Graves
and Schmidhuber (2005)).

3.3.2. Multi-task learning

We consider two types of multi-task learning: one by learn-
ing each rater’s individual track, i.e., six raters’ values are
learnt and output per dimension, and then averaged at the output
as compared to only learning and directly outputting the mean,
as is ‘traditionally’ done. In addition to this, we also consider
the learning of both dimensions simultaneously (and potentially
also from several raters simultaneously). Any of the multi-task
learning is simply realised by adding accordingly more output
nodes to the networks.

4. Experiments and Results

In this article, we contrast multi-task and single-task LSTM-
RNN, BLSTM-RNN and as a ‘non-context aware baseline’ FF-
NN. We perform experiments on the RECOLA database for
the dimensions arousal and valence. Since a recent study has
shown that a duration of less than 0.5s seems to be suitable
to define micro-expressions in leaked facial expressions (Yan
et al. (2013)), and the analysis of the time-continuous ratings
has shown that a window up to 6s can be used to describe
changes in emotion without losing too much information, cf.
Section 3.1, we used overlapping windows of different sizes,
ranging from 0.48 s to 6.24 s with a common shift step of 0.48 s,
to compute functionals (min, max, range, mean and standard-
deviation) on LLD from all four modalities; because of the low
frame rate available on the LLD computed on ECG and EDA
signals, only a window size superior or equal to 1.92 s was used
for these LLD.

Due to the use of functionals, the number of effective features
at the input of the (B)LSTM-RNN and FF-NN is multiplied by
5. For multimodal experiments with a feature-level fusion, all
features are simply concatenated frame by frame on the fea-
ture level; the window size providing the best performance is
retained for each modality regarding both network architecture
(i.e., FF-NN, (B)LSTM-RNN) and learning scheme (single-,
multi-task on the mean or on all ratings). For the decision-
level fusion, we used a linear Support Vector Regression with
the complexity value trained on predictions made on the de-
velopment partition; the combination of window size, learn-
ing scheme and network architecture leading to the best perfor-
mance on the test partition is selected for each modality. Addi-
tionally, we include as feature the probability of face detection
for the visual modality (provided by the face tracker, cf. Sec-
tion 3.2.2), and the probability of speech production for the au-
dio modality (segmentation into speech turns is provided in the
corpus). The mean probability of face detection is equal to 0.90
(£0.17) on dev and 0.85 (+ 0.18) on test; the mean probability
of speech production is equal to 0.39 (+0.11) on dev and 0.43
(=0.10) on test.

4.1. Training and setup of the Neural Networks

Before training the neural networks, all inputs and all targets
are normalised to zero mean and unit variance, using parame-
ters (mean, variance) computed from the training set. The re-
sulting predictions from the networks are unnormalised (inver-
sion of the mean/variance normalisation) before they are com-
pared to the ground truth in evaluations. For network train-
ing, we use batch gradient descent by backpropagation through
time (Werbos (1990)), where weight changes are applied af-
ter processing all training sequences at the end of each training
epoch (Graves (2008)). There, the weights are updated after
every sequence. Here, in order to run the error computation
in parallel for a given number of sequences (for computational
speed-up), we use mini batches of 10 sequences. The training is
performed with the CURRENNT toolkit?. To improve general-
isation and prevent overfitting, Gaussian noise with a standard

’http://sourceforge.net/projects/currennt/
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Fig. 3. Evolution of performance (in terms of p.) in the automatic prediction of (left: arousal, right: valence) for audio, ECG, EDA and video modalities
over various window sizes; results are shown for the combination of network architecture and learning scheme that led to the best performance (maximum
of p.) according to each modality; only a window size superior or equal to 1.92 s was used for ECG and EDA, because of the low frame rate of their LLD.

deviation 0.1 is added to all input features. The networks are
trained for a maximum of 100 epochs. Training is stopped if
no improvement of the performance by MSE is observed on
the development set for more than 20 epochs. The best net-
work (on the development set) is chosen and the performance
on the test set is evaluated. The BLSTM networks used have
two hidden layers with 40 and 30 BLSTM blocks, respectively.
The (unidirectional) LSTM networks have 80 and 60 LSTM
blocks, respectively, in order to keep the amount of parameters
in LSTM and BLSTM the same. Each layer is fully connected.
Recurrent connections are only from a layer’s output to its in-
put, i.e., recurrent connections do not go back more than one
layer. The output layer consists of linear summation units (no
sigmoid squashing function). The number of units depends on
the number of outputs. For single task networks (arousal or va-
lence) there is only one output, while for multi-task networks
there are two outputs. For networks which estimate each rater
individually, there are 6 or 12 outputs (single- and multi-task,
respectively). For comparison with non-context aware learn-
ing methods, FF-NN with 160 sigmoid units in the first hidden
layer and 120 sigmoid units in the second hidden layer are im-
plemented.

4.2. Window size vs. modality & emotion

For each modality (audio, ECG, EDA and video) and dimen-
sion (arousal and valence), we selected the best configuration of
the learning scheme (single-, multi-task learning, on the mean
rating or on all ratings) and network architecture (i. e., FF-NN,
(B)LSTM-RNN) according to the performance (p.) obtained on
our test partition. The evolution of performance over the win-
dow size for these best configurations is shown for each modal-
ity and emotion in Fig. 3. Results show that features com-
puted for the audio modality provide the best performance for
the prediction of arousal, whereas video performs best for va-
lence. Moreover, the automatic prediction of the emotion per-
forms much better on arousal than on valence. These results
are in agreement with the literature (Gunes and Pantic (2010);
Gunes and Schuller (2013)).

Despite the information loss on emotion increases along with
window size (cf. Section 3.1), noise in the time-continuous rat-
ings (e.g., raters may not be sure of their feedback and thus

move the cursor around the depicted emotion), can be better
filtered out when using longer analysis windows, especially for
valence, which is a more subjective emotion than arousal; Cron-
bach’s @ on the 6 ratings of arousal is 0.80, whereas it is 0.74
for valence; cf. Table 3 in Ringeval et al. (2013). The per-
formance obtained on the ECG and EDA signals is however
quite low on both arousal and valence (o, < 0.2). A possible
explanation might be the fact that subjects were moving con-
siderably during the experiments, because they were allowed
to take notes during the discussions. Thus, possible noise due
to those movements might have decreased the performance of
the physiological modality. Moreover, ratings of arousal and
valence were performed only with audio and video modalities
available.

Regarding the best window size for the prediction of emo-
tion, results show that valence requires in the mean (over the 4
modalities) a window about twice more the duration of the one
used for arousal to achieve best performance; the mean window
length over the 4 modalities is 1.44 s (+ 0.88) for arousal and
3.72s (+ 1.97) for valence. This result is coherent with the find-
ings of the analysis performed on the ratings - arousal changes
more rapidly over time than valence - cf. Section 3.1.

4.3. Mean ratings vs. all ratings

We compare the performance on p, for each 4 modalities
(according to their respective best network and window size)
between mean ratings (average over all raters) and all 6 rat-
ings, for each type of learning task (i.e., arousal and valence
separately or all together) in Table 5. Statistical tests (1-way
ANOVA) were performed between the two types of prediction
(i.e., all ratings or mean ratings) on all frames, i. e., more than
10k instances were compared in total. Results show that perfor-
mance can be significantly improved when using all 6 ratings
in a single network (network with 6 outputs), compared with
the use of mean ratings, for predictions of arousal and valence
with video data. This lets us suppose that the network can deal
with (asynchronous) dependencies found between all 6 raters,
and even make use of the individual information given by each
rater. However, this observation cannot be made on audio data;
since performance was found significantly better on mean rat-
ings than for all ratings. A more complex network (more hid-
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Fig. 4. Evolution of performance (in terms of p.) in the automatic prediction of (left: arousal, right: valence) over various window sizes for different types
of neural network architecture; performance is averaged over all 4 modalities (audio, ECG, EDA and video) according to their respective best learning

scheme (single-, multi-task learning, on mean or all ratings).

Table 5. Performance obtained on single- and multi-task prediction of
mean ratings — or all six ratings — of arousal and valence; performance
(oc) is computed for each modality according to their respective best net-
work and window size; a * indicates that the predictions differ significantly
(p < 0.05) between mean and all.

Pec single task multi task
mean all mean all
AROUSAL
Audio | 0.788* | 0.757 | 0.732 | 0.738
ECG 0.062 | 0.052 | 0.132 | 0.033
EDA 0.057 | 0.051 0.053 | 0.049
Video | 0.390 | 0.382 | 0.403 | 0.427*
VALENCE
Audio | 0.292* | 0.260 | 0.412* | 0.343
ECG 0.097 | 0.005 | 0.149 | 0.037
EDA 0.109 | 0.106 | 0.111 0.122
Video | 0.409 | 0.431* | 0.339 | 0.349

den units) might be needed, because the complexity of the task
is higher for the prediction of all 6 ratings (the number of out-
puts is multiplied by 6), especially for audio data which contain
3 times more LLD than for video data.

4.4. Comparison of Neural Networks

We show in Fig. 4 the average of performance on p. (over
all 4 modalities) obtained by each neural network, i.e., FF-
NN, LSTM-RNN and BLSTM-RNN, when predicting arousal
or valence; best configuration (i.e., single-, multi-task learn-
ing on mean or all ratings) was selected for each combina-
tion of modality and network. Results show that the perfor-
mance obtained with FF-NN increases with the window size
for both arousal and valence (a drop is observed on valence after
4.5 s), whereas the performance obtained with LSTM-RNN and
BLSTM-RNN drops for longer windows. This effect, which is
statistically significant (2-way ANOVA on the 9 measures of
performance; p < 0.05), shows that the LSTM networks can
deal with short segments and assemble the context through their
memory cells from the neighbouring frames, while the FF-NN

requires the context to be present in the features through the use
of longer analysis windows.

4.5. Comparison of multimodal fusion approaches

We performed multi-modal fusion for all combinations of
modalities by using either a feature-level or a decision-level fu-
sion. Additionally, we include as feature the probability of face
detection for the visual modality, and the probability of speech
production for the audio modality. Results show that a decision-
level fusion provides best performance for both arousal and va-
lence, cf. Table 6. The emotion information conveyed by each
modality is thus better modelled when specific machine learn-
ing algorithms are separately used for each modality. The use
of the knowledge of speech production and face detection as
feature does not improve the performance, which lets us sup-
pose that the system already learns by itself which modality to
trust over time. Finally, the combination of modalities leading
to the best performance for the prediction of arousal includes
audio, video and EDA, and all 4 modalities (i. e., including also
ECG) for the prediction of valence, which thus shows the inter-
est of using both audiovisual and physiological information to
perform emotion recognition on arousal (especially EDA) and
valence (both ECG and EDA). The difference between the gold
standard and the automatic prediction obtained with the best
setting is shown frame by frame for a single test subject for
both arousal and valence in Figure 5.

5. Conclusion

We investigated in this paper the relevance of using ma-
chine learning algorithms able to integrate contextual infor-
mation in the modelling, like the employed LSTM-RNN do,
in order to automatically predict emotion from several (asyn-
chronous) raters in continuous time domains, i. e., arousal and
valence. Evaluations were performed on the recently proposed
RECOLA multimodal database, with both mono-modal, i.e.,
audio, video, or physiology (ECG and EDA) based features,
and multimodal approaches, i.e., the fusion of these modali-
ties. Automatic emotion prediction performance was evaluated
by using different window sizes for features extraction, and dif-
ferent architectures of Neural Networks: one able to integrate



Table 6. Performance (o) obtained by each combination of modality for
feature-level and decision-level fusion, and without or with the inclusion of
event based probability for audio (speech production) and video (face de-
tection) data as additional feature; (a): audio modality; (v): video modal-

ity.

Pec Feature-level Decision-level
without | with | without | with
AROUSAL
a+ecg 0.681 | 0.721 | 0.783 | 0.784
a+eda 0.696 | 0.693 | 0.793 | 0.794
a+v 0.761 | 0.769 | 0.796 | 0.796
ecg+eda 0.063 | 0.063 | 0.145 | 0.145
ecg+v 0.361 | 0346 | 0.409 | 0.452
eda+v 0.366 | 0.397 | 0.409 | 0.441
at+ecg+eda 0.627 | 0.604 | 0.790 | 0.791
a+ecg+v 0.737 | 0.741 | 0.796 | 0.797
a+eda+v 0.700 | 0.690 | 0.804 | 0.804
ecg+eda+v 0.284 | 0.290 | 0.416 | 0.450
at+ecg+eda+v | 0.671 | 0.691 | 0.802 | 0.803
VALENCE

a+ecg 0.309 | 0342 | 0368 | 0.375
a+eda 0.276 | 0.349 | 0.424 | 0.444
a+v 0492 | 0.443 | 0.501 | 0.492
ecg+eda 0.085 | 0.085 | 0.095 | 0.095
ecg+v 0.380 | 0.304 | 0325 | 0.335
eda+v 0.287 | 0.277 | 0330 | 0.345
at+ecg+eda 0.307 | 0.347 | 0.445 | 0.453
at+ecg+v 0432 | 0472 | 0.490 | 0.482
a+eda+v 0414 | 0446 | 0.525 | 0.527
ecg+eda+v 0.249 | 0.253 | 0334 | 0.341
at+ecg+eda+v | 0.302 | 0.351 | 0.528 | 0.523

contextual information (i.e., LSTM-RNN), and another that
does not include such information (i.e., FF-NN). The results
showed that the prediction of the emotional valence requires
longer analysis window than for arousal (about twice more the
duration), and that the integration of contextual information in
the modelling of emotion is needed in order to include reac-
tion time delay of raters. Moreover, performance can be signif-
icantly improved when using all ratings in a single network, for
the prediction of both arousal and valence on video data, which
lets us suppose that the network can deal with dependencies
found between all available raters (6), and even make use of the
individual information given by each rater. However, this was
not observed on audio data; more complex networks (more hid-
den units) might be needed, in order to cope with the increase
of complexity of the task for the prediction of all 6 ratings with
a large number of LLD (i.e., > 100). Finally, a decision-level
fusion provided a better performance than a feature-level fu-
sion on the prediction of both arousal and valence, showing
the complementarity of audiovisual and physiological data for
emotion recognition, especially EDA for arousal and both ECG
and EDA for valence; the best performance (p.) for the mul-
timodal emotion prediction is 0.804 for arousal and 0.528 for
valence.
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Fig. 5. Automatic prediction of arousal (top) and valence (bottom) obtained
with the best setting for a subject from the test partition.

Because SVM and SVR are successful in utterance level
emotion recognition, recurrent SVM/SVR (Schneegal} et al.
(2007)) could be investigated in future work. Inter-rater syn-
chronisation, as well as synchronisation between features and
raters could also be investigated, using correlation-based anal-
ysis methods, to compare the impact of using contextual infor-
mation independently of lag in the ratings, on emotion recogni-
tion performance.
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