A Tutorial on Text-Independent Speaker Verification

Frédéric Bimbot,1 Jean-François Bonastre,2 Corinne Fredouille,2 Guillaume Gravier,1 Ivan Magrin-Chagnolleau,3 Sylvain Meignier,2 Teva Merlin,2 Javier Ortega-García,4 Dijana Petrovska-Delacrétaz,5 and Douglas A. Reynolds6

1 IRISA, INRIA & CNRS, 35042 Rennes Cedex, France
Emails: bimbot@irisa.fr; ggravier@irisa.fr
2 LIA, University of Avignon, 84911 Avignon Cedex 9, France
Emails: jean-francois.bonastre@lia.univ-avignon.fr; corinne.fredouille@lia.univ-avignon.fr; sylvain.meignier@lia.univ-avignon.fr; teva.merlin@lia.univ-avignon.fr
3 Laboratoire Dynamique du Langage, CNRS, 69369 Lyon Cedex 07, France
Email: ivan@ieee.org
4 ATVS, Universidad Politécnica de Madrid, 28040 Madrid, Spain
Email: jortega@diac.upm.es
5 DIVA Laboratory, Informatics Department, Fribourg University, CH-1700 Fribourg, Switzerland
Email: djiana.petrovski@unifr.ch
6 Lincoln Laboratory, Massachusetts Institute of Technology, Cambridge, MA 02420-9108, USA
Email: dar@ll.mit.edu

Received 2 December 2002; Revised 8 August 2003

This paper presents an overview of a state-of-the-art text-independent speaker verification system. First, an introduction proposes a modular scheme of the training and test phases of a speaker verification system. Then, the most commonly speech parameterization used in speaker verification, namely, cepstral analysis, is detailed. Gaussian mixture modeling, which is the speaker modeling technique used in most systems, is then explained. A few speaker modeling alternatives, namely, neural networks and support vector machines, are mentioned. Normalization of scores is then explained, as this is a very important step to deal with real-world data. The evaluation of a speaker verification system is then detailed, and the detection error trade-off (DET) curve is explained. Several extensions of speaker verification are then enumerated, including speaker tracking and segmentation by speakers. Then, some applications of speaker verification are proposed, including on-site applications, remote applications, applications relative to structuring audio information, and games. Issues concerning the forensic area are then recalled, as we believe it is very important to inform people about the actual performance and limitations of speaker verification systems. This paper concludes by giving a few research trends in speaker verification for the next couple of years.
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1. INTRODUCTION

Numerous measurements and signals have been proposed and investigated for use in biometric recognition systems. Among the most popular measurements are fingerprint, face, and voice. While each has pros and cons relative to accuracy and deployment, there are two main factors that have made voice a compelling biometric. First, speech is a natural signal to produce that is not considered threatening by users to provide. In many applications, speech may be the main (or only, e.g., telephone transactions) modality, so users do not consider providing a speech sample for authentication as a separate or intrusive step. Second, the telephone system provides a ubiquitous, familiar network of sensors for obtaining and delivering the speech signal. For telephone-based applications, there is no need for special signal transducers or networks to be installed at application access points since a cell phone gives one access almost anywhere. Even for non-telephone applications, sound cards and microphones are low-cost and readily available. Additionally, the speaker recognition area has a long and rich scientific basis with over 30 years of research, development, and evaluations.

Over the last decade, speaker recognition technology has made its debut in several commercial products. The specific
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recognition task addressed in commercial systems is that of verification or detection (determining whether an unknown voice is from a particular enrolled speaker) rather than identification (associating an unknown voice with one from a set of enrolled speakers). Most deployed applications are based on scenarios with cooperative users speaking fixed digit string passwords or repeating prompted phrases from a small vocabulary. These generally employ what is known as text-dependent or text-constrained systems. Such constraints are quite reasonable and can greatly improve the accuracy of a system; however, there are cases when such constraints can be cumbersome or impossible to enforce. An example of this is background verification where a speaker is verified behind the scene as he/she conducts some other speech interactions. For cases like this, a more flexible recognition system able to operate without explicit user cooperation and independent of the spoken utterance (called text-independent mode) is needed. This paper focuses on the technologies behind these text-independent speaker verification systems.

A speaker verification system is composed of two distinct phases, a training phase and a test phase. Each of them can be seen as a succession of independent modules. Figure 1 shows a modular representation of the training phase of a speaker verification system. The first step consists in extracting parameters from the speech signal to obtain a representation suitable for statistical modeling as such models are extensively used in most state-of-the-art speaker verification systems. This step is described in Section 2. The second step consists in obtaining a statistical model from the parameters. This step is described in Section 3. This training scheme is also applied to the training of a background model (see Section 3).

Figure 2 shows a modular representation of the test phase of a speaker verification system. The entries of the system are a claimed identity and the speech samples pronounced by an unknown speaker. The purpose of a speaker verification system is to verify if the speech samples correspond to the claimed identity. First, speech parameters are extracted from the speech signal using exactly the same module as for the training phase (see Section 2). Then, the speaker model corresponding to the claimed identity and a background model are extracted from the set of statistical models calculated during the training phase. Finally, using the speech parameters extracted and the two statistical models, the last module computes some scores, normalizes them, and makes an acceptance or a rejection decision (see Section 4). The normalization step requires some score distributions to be estimated during the training phase or/and the test phase (see the details in Section 4).

Finally, a speaker verification system can be text-dependent or text-independent. In the former case, there is some constraint on the type of utterance that users of the system can pronounce (for instance, a fixed password or certain words in any order, etc.). In the latter case, users can say whatever they want. This paper describes state-of-the-art text-independent speaker verification systems.

The outline of the paper is the following. Section 2 presents the most commonly used speech parameterization techniques in speaker verification systems, namely, cepstral analysis. Statistical modeling is detailed in Section 3, including an extensive presentation of Gaussian mixture modeling (GMM) and the mention of several speaker modeling alternatives like neural networks and support vector machines (SVMs). Section 4 explains how normalization is used. Section 5 shows how to evaluate a speaker verification system. In Section 6, several extensions of speaker verification are presented, namely, speaker tracking and speaker segmentation. Section 7 gives a few applications of speaker verification. Section 8 details specific problems relative to the use of speaker verification in the forensic area. Finally, Section 9 concludes this work and gives some future research directions.
2. SPEECH PARAMETERIZATION

Speech parameterization consists in transforming the speech signal to a set of feature vectors. The aim of this transformation is to obtain a new representation which is more compact, less redundant, and more suitable for statistical modeling and the calculation of a distance or any other kind of score. Most of the speech parameterizations used in speaker verification systems relies on a cepstral representation of speech.

2.1. Filterbank-based cepstral parameters

Figure 3 shows a modular representation of a filterbank-based cepstral representation.

The speech signal is first preemphasized, that is, a filter is applied to it. The goal of this filter is to enhance the high frequencies of the spectrum, which are generally reduced by the speech production process. The preemphasized signal is obtained by applying the following filter:

\[ x_p(t) = x(t) - a \cdot x(t - 1). \]  

(1)

Values of \( a \) are generally taken in the interval \([0.95, 0.98]\). This filter is not always applied, and some people prefer not to preemphasize the signal before processing it. There is no definitive answer to this topic but empirical experimentation.

The analysis of the speech signal is done locally by the application of a window whose duration in time is shorter than the whole signal. This window is first applied to the beginning of the signal, then moved further and so on until the end of the signal is reached. Each application of the window to a portion of the speech signal produces a spectral vector (after the application of an FFT—see below). Two quantities have to be set: the length of the window and the shift between two consecutive windows. For the length of the window, two values are most often used: 20 milliseconds and 30 milliseconds. These values correspond to the average duration which allows the stationary assumption to be true. For the delay, the value is chosen in order to have an overlap between two consecutive windows; 10 milliseconds is very often used. Once these two quantities have been chosen, one can decide which window to use. The Hamming and the Hanning windows are the most used in speaker recognition. One usually uses a Hamming window or a Hanning window rather than a rectangular window to taper the original signal on the sides and thus reduce the side effects. In the Fourier domain, there is a convolution between the Fourier transform of the portion of the signal under consideration and the Fourier transform of the window. The Hamming window and the Hanning window are much more selective than the rectangular window.

Once the speech signal has been windowed, and possibly preemphasized, its fast Fourier transform (FFT) is calculated. There are numerous algorithms of FFT (see, for instance, [1, 2]).

Once an FFT algorithm has been chosen, the only parameter to fix for the FFT calculation is the number of points for the calculation itself. This number \( N \) is usually a power of 2 which is greater than the number of points in the window, classically 512.

Finally, the modulus of the FFT is extracted and a power spectrum is obtained, sampled over 512 points. The spectrum is symmetric and only half of these points are really useful. Therefore, only the first half of it is kept, resulting in a spectrum composed of 256 points.

The spectrum presents a lot of fluctuations, and we are usually not interested in all the details of them. Only the envelope of the spectrum is of interest. Another reason for the smoothing of the spectrum is the reduction of the size of the spectral vectors. To realize this smoothing and get the envelope of the spectrum, we multiply the spectrum previously obtained by a filterbank. A filterbank is a series of bandpass frequency filters which are multiplied one by one with the spectrum in order to get an average value in a particular frequency band. The filterbank is defined by the shape of the filters and by their frequency localization (left frequency, central frequency, and right frequency). Filters can be triangular, or have other shapes, and they can be differently located on the frequency scale. In particular, some authors use the Bark/Mel scale for the frequency localization of the filters. This scale is an auditory scale which is similar to the frequency scale of the human ear. The localization of the central frequencies of the filters is given by

\[ f_{\text{mel}} = 1000 \cdot \frac{\log (1 + f_{\text{lin}}/1000)}{\log 2}. \]

(2)

Finally, we take the log of this spectral envelope and multiply each coefficient by 20 in order to obtain the spectral envelope in dB. At the stage of the processing, we obtain spectral vectors.

An additional transform, called the cosine discrete transform, is usually applied to the spectral vectors in speech processing and yields cepstral coefficients [2, 3, 4]:

\[ c_n = \sum_{k=1}^{K} S_k \cdot \cos \left[ n \left( k - \frac{1}{2} \frac{\pi}{K} \right) \right], \quad n = 1, 2, \ldots, L, \]

(3)
where $K$ is the number of log-spectral coefficients calculated previously, $S_k$ are the log-spectral coefficients, and $L$ is the number of cepstral coefficients that we want to calculate ($L \leq K$). We finally obtain cepstral vectors for each analysis window.

### 2.2. LPC-based cepstral parameters

Figure 4 shows a modular representation of an LPC-based cepstral parameterization.

The LPC analysis is based on a linear model of speech production. The model usually used is an auto regressive moving average (ARMA) model, simplified in an auto regressive (AR) model. This modeling is detailed in particular in [5].

The speech production apparatus is usually described as a combination of four modules: (1) the glottal source, which can be seen as a train of impulses (for voiced sounds) or a white noise (for unvoiced sounds); (2) the vocal tract; (3) the nasal tract; and (4) the lips. Each of them can be represented by a filter: a lowpass filter for the glottal source, an AR filter for the vocal tract, an ARMA filter for the nasal tract, and an MA filter for the lips. Globally, the speech production apparatus can therefore be represented by an ARMA filter. Characterizing the speech signal (usually a windowed portion of it) is equivalent to determining the coefficients of the global filter. To simplify the resolution of this problem, the ARMA filter is often simplified in an AR filter.

The principle of LPC analysis is to estimate the parameters of an AR filter on a windowed (preemphasized or not) portion of a speech signal. Then, the window is moved and a new estimation is calculated. For each window, a set of coefficients of an AR filter on a windowed (preemphasized or not) speech signal. Then, the window is moved and for each window, a set of coefficients or LPC coefficients) is estimated (see [2, 6] for the details of the various algorithms that can be used to estimate the LPC coefficients) and can be used as a parameter vector. Finally, a spectrum envelope can be estimated for the current window from the predictive coefficients. But it is also possible to calculate cepstral coefficients directly from the LPC coefficients (see [6]):

$$
\begin{align*}
\epsilon_0 &= \ln \sigma^2, \\
\epsilon_m &= a_m + \sum_{k=1}^{m-1} \left( \frac{k}{m} \right) c_k a_{m-k}, \quad 1 \leq m \leq p, \\
\epsilon_m &= \sum_{k=1}^{m-1} \left( \frac{k}{m} \right) c_k a_{m-k}, \quad p < m,
\end{align*}
$$

where $\sigma^2$ is the gain term in the LPC model, $a_m$ are the LPC coefficients, and $p$ is the number of LPC coefficients calculated.

#### 2.3. Centered and reduced vectors

Once the cepstral coefficients have been calculated, they can be centered, that is, the cepstral mean vector is subtracted from each cepstral vector. This operation is called cepstral mean subtraction (CMS) and is often used in speaker verification. The motivation for CMS is to remove from the cepstrum the contribution of slowly varying convolutive noises.

The cepstral vectors can also be reduced, that is, the variance is normalized to one component by component.

#### 2.4. Dynamic information

After the cepstral coefficients have been calculated, and possibly centered and reduced, we also incorporate in the vectors some dynamic information, that is, some information about the way these vectors vary in time. This is classically done by using the $\Delta$ and $\Delta\Delta$ parameters, which are polynomial approximations of the first and second derivatives [7]:

$$
\begin{align*}
\Delta \epsilon_m &= \frac{\sum_{k=-1}^{l} k \cdot \epsilon_{m+k}}{\sum_{k=-1}^{l} |k|}, \\
\Delta\Delta \epsilon_m &= \frac{\sum_{k=-1}^{l} k^2 \cdot \epsilon_{m+k}}{\sum_{k=-1}^{l} k^2}.
\end{align*}
$$

#### 2.5. Log energy and $\Delta$ log energy

At this step, one can choose whether to incorporate the log energy and the $\Delta$ log energy in the feature vectors or not. In practice, the former one is often discarded and the latter one is kept.

#### 2.6. Discarding useless information

Once all the feature vectors have been calculated, a very important last step is to decide which vectors are useful and which are not. One way of looking at the problem is to determine vectors corresponding to speech portions of the signal versus those corresponding to silence or background noise. A way of doing it is to compute a bi-Gaussian model of the feature vector distribution. In that case, the Gaussian with the “lowest” mean corresponds to silence and background noise, and the Gaussian with the “highest” mean corresponds to speech portions. Then vectors having a higher likelihood with the silence and background noise Gaussian are discarded. A similar approach is to compute a bi-Gaussian model of the log energy distribution of each speech segment and to apply the same principle.
3. STATISTICAL MODELING

3.1. Speaker verification via likelihood ratio detection

Given a segment of speech $Y$ and a hypothesized speaker $S$, the task of speaker verification, also referred to as detection, is to determine if $Y$ was spoken by $S$. An implicit assumption often used is that $Y$ contains speech from only one speaker. Thus, the task is better termed single-speaker verification. If there is no prior information that $Y$ contains speech from a single speaker, the task becomes multispeaker detection. This paper is primarily concerned with the single-speaker verification task. Discussion of systems that handle the multispeaker detection task is presented in other papers [8].

The single-speaker detection task can be stated as a basic hypothesis test between two hypotheses:

$H_0$: $Y$ is from the hypothesized speaker $S$, 
$H_1$: $Y$ is not from the hypothesized speaker $S$.

The optimum test to decide between these two hypotheses is a likelihood ratio (LR) test, given by

$$
\frac{p(Y|H_0)}{p(Y|H_1)} > \theta, \quad \text{accept } H_0,
$$

$$
\frac{p(Y|H_0)}{p(Y|H_1)} < \theta, \quad \text{accept } H_1,\quad (6)
$$

where $p(Y|H_0)$ is the probability density function for the hypothesis $H_0$ evaluated for the observed speech segment $Y$, also referred to as the “likelihood” of the hypothesis $H_0$ given the speech segment. The likelihood function for $H_1$ is likewise $p(Y|H_1)$. The decision threshold for accepting or rejecting $H_0$ is $\theta$. One main goal in designing a speaker detection system is to determine techniques to compute values for the two likelihoods $p(Y|H_0)$ and $p(Y|H_1)$.

Figure 5 shows the basic components found in speaker detection systems based on LR. As discussed in Section 2, the role of the front-end processing is to extract from the speech signal features that convey speaker-dependent information. In addition, techniques to minimize confounding effects from these features, such as linear filtering or noise, may be employed in the front-end processing. The output of this stage is typically a sequence of feature vectors representing the test segment $X = \{x_1, \ldots, x_T\}$, where $x_t$ is a feature vector indexed at discrete time $t \in [1, 2, \ldots, T]$. There is no inherent constraint that features extracted at synchronous time instants be used; an example, the overall speaking rate of an utterance could be used as a feature. These feature vectors are then used to compute the likelihoods of $H_0$ and $H_1$. Mathematically, a model denoted by $\lambda_{hyp}$ represents $H_0$, which characterizes the hypothesized speaker $S$ in the feature space of $\vec{x}$. For example, one could assume that a Gaussian distribution best represents the distribution of feature vectors for $H_0$ so that $\lambda_{hyp}$ would contain the mean vector and covariance matrix parameters of the Gaussian distribution. The model

$$
\lambda_{hyp} \text{ represents the alternative hypothesis, } H_1. \text{ The likelihood ratio statistic is then } p(X|\lambda_{hyp})/p(X|\lambda_{bkg}). \text{ Often, the logarithm of this statistic is used giving the log LR }
$$

$$
\Lambda(X) = \log p(X|\lambda_{hyp}) - \log p(X|\lambda_{bkg}). \quad (7)
$$

While the model for $H_0$ is well defined and can be estimated using training speech from $S$, the model for $\lambda_{bkg}$ is less well defined since it potentially must represent the entire space of possible alternatives to the hypothesized speaker. Two main approaches have been taken for this alternative hypothesis modeling. The first approach is to use a set of other speaker models to cover the space of the alternative hypothesis. In various contexts, this set of other speakers has been called likelihood ratio sets [9], cohorts [9, 10], and background speakers [9, 11]. Given a set of $N$ background speaker models $\lambda_1, \ldots, \lambda_N$, the alternative hypothesis model is represented by

$$
p(X|\lambda_{hyp}) = f(p(X|\lambda_1), \ldots, p(X|\lambda_N)), \quad (8)
$$

where $f(\cdot)$ is some function, such as average or maximum, of the likelihood values from the background speaker set. The selection, size, and combination of the background speakers have been the subject of much research [9, 10, 11, 12]. In general, it has been found that to obtain the best performance with this approach requires the use of speaker-specific background speaker sets. This can be a drawback in applications using a large number of hypothesized speakers, each requiring their own background speaker set.

The second major approach to the alternative hypothesis modeling is to pool speech from several speakers and train a single model. Various terms for this single model are a general model [13], a world model, and a universal background model (UBM) [14]. Given a collection of speech samples from a large number of speakers representative of the population of speakers expected during verification, a single model $\lambda_{bkg}$, is trained to represent the alternative hypothesis. Research on this approach has focused on selection and composition of the speakers and speech used to train the single model [15, 16]. The main advantage of this approach is that a single speaker-independent model can be trained once for a particular task and then used for all hypothesized speakers in that task. It is also possible to use multiple background models tailored to specific sets of speakers [16, 17]. The use of a single background model has become the predominant approach used in speaker verification systems.
3.2. Gaussian mixture models

An important step in the implementation of the above likelihood ratio detector is the selection of the actual likelihood function \( p(X|\lambda) \). The choice of this function is largely dependent on the features being used as well as specifics of the application. For text-independent speaker recognition, where there is no prior knowledge of what the speaker will say, the most successful likelihood function has been GMMs. In text-dependent applications, where there is a strong prior knowledge of the spoken text, additional temporal knowledge can be incorporated by using hidden Markov models (HMMs) for the likelihood functions. To date, however, the use of more complicated likelihood functions, such as those based on HMMs, have shown no advantage over GMMs for text-independent speaker detection tasks like in the NIST speaker recognition evaluations (SREs).

For a \( D \)-dimensional feature vector \( \bar{x} \), the mixture density used for the likelihood function is defined as follows:

\[
p(\bar{x}|\lambda) = \sum_{i=1}^{M} w_i p_i(\bar{x}).
\]

The density is a weighted linear combination of \( M \) unimodal Gaussian densities \( p_i(\bar{x}) \), each parameterized by a \( D \times 1 \) mean vector \( \mu_i \) and a \( D \times D \) covariance matrix \( \Sigma_i \):

\[
p_i(\bar{x}) = \frac{1}{(2\pi)^{D/2} |\Sigma_i|^{1/2}} e^{-\frac{1}{2}(\bar{x} - \mu_i)^T \Sigma_i^{-1} (\bar{x} - \mu_i)}.
\]

The mixture weights \( w_i \) further satisfy the constraint \( \sum_{i=1}^{M} w_i = 1 \). Collectively, the parameters of the density model are denoted as \( \lambda = (w_i, \mu_i, \Sigma_i), i = (1, \ldots, M) \).

While the general model form supports full covariance matrices, that is, a covariance matrix with all its elements, typically only diagonal covariance matrices are used. This is done for three reasons. First, the density modeling of an \( M \)-th order full covariance GMM can equally well be achieved using a larger-order diagonal covariance GMM. Second, diagonal-matrix GMMs are more computationally efficient than full covariance GMMs for training since repeated inversions of a \( D \times D \) matrix are not required. Third, empirically, it has been observed that diagonal-matrix GMMs outperform full-matrix GMMs.

Given a collection of training vectors, maximum likelihood model parameters are estimated using the iterative expectation-maximization (EM) algorithm [18]. The EM algorithm iteratively refines the GMM parameters to monotonically increase the likelihood of the estimated model for the observed feature vectors, that is, for iterations \( k \) and \( k+1 \),

\[
p(X|\lambda^{(k+1)}) \geq p(X|\lambda^{(k)}).
\]

Generally, five to ten iterations are sufficient for parameter convergence. The EM equations for training a GMM can be found in the literature [18, 19, 20].

Under the assumption of independent feature vectors, the log-likelihood of a model \( \lambda \) for a sequence of feature vectors \( X = \{\bar{x}_1, \ldots, \bar{x}_T\} \) is computed as follows:

\[
\log p(X|\lambda) = \frac{1}{T} \sum_{t=1}^{T} \log p(\bar{x}_t|\lambda),
\]

where \( p(\bar{x}_t|\lambda) \) is computed as in equation (9). Note that the average log-likelihood value is used so as to normalize out duration effects from the log-likelihood value. Also, since the incorrect assumption of independence is underestimating the actual likelihood value with dependencies, scaling by \( T \) can be considered a rough compensation factor.

The GMM can be viewed as a hybrid between parametric and nonparametric density models. Like a parametric model, it has structure and parameters that control the behavior of the density in known ways, but without constraints that the data must be of a specific distribution type, such as Gaussian or Laplacian. Like a nonparametric model, the GMM has many degrees of freedom to allow arbitrary density modeling, without undue computation and storage demands. It can also be thought of as a single-state HMM with a Gaussian mixture observation density, or an ergodic Gaussian observation HMM with fixed, equal transition probabilities. Here, the Gaussian components can be considered to be modeling the underlying broad phonetic sounds that characterize a person’s voice. A more detailed discussion of how GMMs apply to speaker modeling can be found elsewhere [21].

The advantages of using a GMM as the likelihood function are that it is computationally inexpensive, is based on a well-understood statistical model, and, for text-independent tasks, is insensitive to the temporal aspects of the speech, modeling only the underlying distribution of acoustic observations from a speaker. The latter is also a disadvantage in that higher-levels of information about the speaker conveyed in the temporal speech signal are not used. The modeling and exploitation of these higher-levels of information may be where approaches based on speech recognition [22] produce benefits in the future. To date, however, these approaches (e.g., large vocabulary or phoneme recognizers) have basically been used only as means to compute likelihood values, without explicit use of any higher-level information, such as speaker-dependent word usage or speaking style. Some recent work, however, has shown that high-level information can be successfully extracted and combined with acoustic scores from a GMM system for improved speaker verification performance [23, 24].

3.3. Adapted GMM system

As discussed earlier, the dominant approach to background modeling is to use a single, speaker-independent background model to represent \( p(X|\lambda_{\text{bg}}) \). Using a GMM as the likelihood function, the background model is typically a large GMM trained to represent the speaker-independent distribution of features. Specifically, speech should be selected that reflects the expected alternative speech to be encountered during recognition. This applies to the type and quality of speech as well as the composition of speakers. For
example, in the NIST SRE single-speaker detection tests, it is known a priori that the speech comes from local and long-distance telephone calls, and that male hypothesized speakers will only be tested against male speech. In this case, we would train the UBM used for male tests using only male telephone speech. In the case where there is no prior knowledge of the gender composition of the alternative speakers, we would train using gender-independent speech. The GMM order for the background model is usually set between 512–2048 mixtures depending on the data. Lower-order mixtures are often used when working with constrained speech (such as digits or fixed vocabulary), while 2048 mixtures are used when dealing with unconstrained speech (such as conversational speech).

Other than these general guidelines and experimenta-tion, there is no objective measure to determine the right number of speakers or amount of speech to use in training a background model. Empirically, from the NIST SRE, we have observed no performance loss using a background model trained with one hour of speech compared to a one trained using six hours of speech. In both cases, the training speech was extracted from the same speaker population.

For the speaker model, a single GMM can be trained using the EM algorithm on the speaker’s enrollment data. The order of the speaker’s GMM will be highly dependent on the order of the speaker’s GMM will be highly dependent on the amount of enrollment speech, typically 64–256 mixtures. In another more successful approach, the speaker model is derived by adapting the parameters of the background model using the speaker’s training speech and a form of Bayesian adaptation or maximum a posteriori (MAP) estimation [25]. Unlike the standard approach of maximum likelihood training of a model for the speaker, independently of the background model, the basic idea in the adaptation approach is to derive the speaker’s model by updating the well-trained parameters in the background model via adaptation. This provides a tighter coupling between the speaker’s model and background model that not only produces better performance than decoupled models, but, as discussed later in this section, also allows for a fast-scoring technique. Like the EM algorithm, the adaptation is a two-step estimation process. The first step is identical to the “expectation” step of the EM algorithm, where estimates of the sufficient statistics4 of the speaker’s training data are computed for each mixture in the UBM. Unlike the second step of the EM algorithm, for adaptation, these “old” sufficient statistic estimates are then combined with the “old” sufficient statistics from the background model mixture parameters using a data-dependent mixing coefficient. The data-dependent mixing coefficient is designed so that mixtures with high counts of data from the speaker rely more on the new sufficient statistics for final parameter estimation, and mixtures with low counts of data from the speaker rely more on the old sufficient statistics for final parameter estimation.

The specifics of the adaptation are as follows. Given a background model and training vectors from the hypothesized speaker, we first determine the probabilistic alignment of the training vectors into the background model mixture components. That is, for mixture \( i \) in the background model, we compute

\[
\Pr(i|\vec{x}_t) = \frac{w_i p_i(\vec{x}_t)}{\sum_{j=1}^{M} w_j p_j(\vec{x}_t)},
\]

(12)

We then use \( \Pr(i|\vec{x}_t) \) and \( \vec{x}_t \) to compute the sufficient statistics for the weight, mean, and variance parameters:

\[
n_i = \sum_{t=1}^{T} \Pr(i|\vec{x}_t),
\]

\[
E_i(\vec{x}) = \frac{1}{n_i} \sum_{t=1}^{T} \Pr(i|\vec{x}_t) \vec{x}_t,
\]

\[
E_i(\vec{x}^2) = \frac{1}{n_i} \sum_{t=1}^{T} \Pr(i|\vec{x}_t) \vec{x}_t^2.
\]

(13)

This is the same as the expectation step in the EM algorithm.

Lastly, these new sufficient statistics from the training data are used to update the old background model sufficient statistics for mixture \( i \) to create the adapted parameters for mixture \( i \) with the equations

\[
\hat{w}_i = [a_i n_i/T + (1 - a_i) w_i] y,
\]

\[
\hat{\mu}_i = a_i E_i(\vec{x}) + (1 - a_i) \mu_i,
\]

\[
\hat{\sigma}_i^2 = a_i E_i(\vec{x}^2) + (1 - a_i) (\hat{\sigma}_i^2 + \hat{\mu}_i^2) - \hat{\mu}_i^2.
\]

(14)

The scale factor \( y \) is computed over all adapted mixture weights to ensure they sum to unity. The adaptation coefficient controlling the balance between old and new estimates is \( a_i \) and is defined as follows:

\[
a_i = \frac{n_i}{n_i + r},
\]

(15)

where \( r \) is a fixed “relevance” factor.

The parameter updating can be derived from the general MAP estimation equations for a GMM using constraints on the prior distribution described in Gauvain and Lee’s paper [25, Section V, equations (47) and (48)]. The parameter updating equation for the weight parameter, however, does not follow from the general MAP estimation equations. Using a data-dependent adaptation coefficient allows mixture-dependent adaptation of parameters. If a mixture component has a low probabilistic count \( n_i \) of new data, then \( a_i \rightarrow 0 \) causing the deemphasis of the new (potentially under-trained) parameters and the emphasis of the old (better trained) parameters. For mixture components with high probabilistic counts, \( a_i \rightarrow 1 \) causing the use of the new speaker-dependent parameters. The relevance factor is a way

\[\hat{x}_i^2 \text{ is shorthand for } \text{diag}(\hat{x}_i^T\hat{x}_i).\]

---

4These are the basic statistics required to compute the desired parameters. For a GMM mixture, these are the count, and the first and second moments required to compute the mixture weight, mean and variance.
of controlling how much new data should be observed in a mixture before the new parameters begin replacing the old parameters. This approach should thus be robust to limited training data. This factor can also be made parameter dependent, but experiments have found that this provides little benefit. Empirically, it has been found that only adapting the mean vectors provides the best performance.

Published results [14] and NIST evaluation results from several sites strongly indicate that the GMM adaptation approach provides superior performance over a decoupled system, where the speaker model is trained independently of the background model. One possible explanation for the improved performance is that the use of adapted models in the likelihood ratio is not affected by “unseen” acoustic events in recognition speech. Loosely speaking, if one considers the background model as covering the space of speaker-independent, broad acoustic classes of speech sounds, then adaptation is the speaker-dependent “tuning” of those acoustic classes observed in the speaker’s training speech. Mixture parameters for those acoustic classes not observed in the training speech are merely copied from the background model. This means that during recognition, data from acoustic classes unseen in the speaker’s training speech produce approximately zero log LR values that contribute evidence neither towards nor against the hypothesized speaker. Speaker models trained using only the speaker’s training speech will have low likelihood values for data from classes not observed in the training data thus producing low likelihood ratio values. While this is appropriate for speech not for the speaker, it clearly can cause incorrect values when the unseen data occurs in test speech from the speaker.

The adapted GMM approach also leads to a fast-scoring technique. Computing the log LR requires computing the likelihood for the speaker and background model for each feature vector, which can be computationally expensive for large mixture orders. However, the fact that the hypothesized speaker model was adapted from the background model allows a faster scoring method. This fast-scoring approach is based on two observed effects. The first is that when a large GMM is evaluated for a feature vector, only a few of the mixtures contribute significantly to the likelihood value. This is because the GMM represents a distribution over a large space but a single vector will be near only a few components of the GMM. Thus likelihood values can be approximated very well using only the top C best scoring mixture components. The second observed effect is that the components of the adapted GMM retain a correspondence with the mixtures of the background model so that vectors close to a particular mixture in the background model will also be close to the corresponding mixture in the speaker model.

Using these two effects, a fast-scoring procedure operates as follows. For each feature vector, determine the top C scoring mixtures in the background model and compute background model likelihood using only these top C mixtures. Next, score the vector against only the corresponding C components in the adapted speaker model to evaluate the speaker’s likelihood.

For a background model with \( M \) mixtures, this requires only \( M + C \) Gaussian computations per feature vector compared to \( 2M \) Gaussian computations for normal likelihood ratio evaluation. When there are multiple hypothesized speaker models for each test segment, the savings become even greater. Typically, a value of \( C = 5 \) is used.

### 3.4. Alternative speaker modeling techniques

Another way to solve the classification problem for speaker verification systems is to use discrimination-based learning procedures such as artificial neural networks (ANN) [26, 27] or SVMs [28]. As explained in [29, 30], the main advantages of ANN include their discriminant-training power, a flexible architecture that permits easy use of contextual information, and weaker hypothesis about the statistical distributions. The main disadvantages are that their optimal structure has to be selected by trial-and-error procedures, the need to split the available train data in training and cross-validation sets, and the fact that the temporal structure of speech signals remains difficult to handle. They can be used as binary classifiers for speaker verification systems to separate the speaker and the nonspeaker classes as well as multiclass classifiers for speaker identification purposes. ANN have been used for speaker verification [31, 32, 33]. Among the different ANN architectures, multilayer perceptrons (MLP) are often used [6, 34].

SVMs are an increasingly popular method used in speaker verification systems. SVM classifiers are well suited to separate rather complex regions between two classes through an optimal, nonlinear decision boundary. The main problems are the search for the appropriate kernel function for a particular application and their inappropriateness to handle the temporal structure of the speech signals. There are also some recent studies [35] in order to adapt the SVM to the multiclassification problem. The SVM were already applied for speaker verification. In [23, 36], the widely used speech feature vectors were used as the input training material for the SVM.

Generally speaking, the performance of speaker verification systems based on discrimination-based learning techniques can be tuned to obtain comparable performance to the state-of-the-art GMM, and in some special experimental conditions, they could be tuned to outperform the GMM. It should be noted that, as explained earlier in this section, the tuning of a GMM baseline systems is not straightforward, and different parameters such as the training method, the number of mixtures, and the amount of speech to use in training a background model have to be adjusted to the experimental conditions. Therefore, when comparing a new system to the classical GMM system, it is difficult to be sure that the baseline GMM used are comparable to the best performing ones.

Another recent alternative to solve the speaker verification problem is to combine GMM with SVMs. We are not going to give here an extensive study of all the experiments done [37, 38, 39], but we are rather going to illustrate the problem with one example meant to exploit together the GMM and SVM for speaker verification purposes. One of the
problems with the speaker verification is the score normal-
ization (see Section 4). Because SVM are well suited to deter-
mine an optimal hyperplan separating data belonging to two
classes, one way to use them for speaker verification is to sepa-
rate the likelihood client and nonclient values with an SVM.
That was the idea implemented in [37], and an SVM was con-
structed to separate two classes, the clients from the im-
postors. The GMM technique was used to construct the in-
put feature representation for the SVM classifier. The speaker
GMM models were built by adaptation of the background
model. The GMM likelihood values for each frame and each
Gaussian mixture were used as the input feature vector for
the SVM. This combined GMM-SVM method gave slightly
better results than the GMM method alone. Several points
should be emphasized: the results were obtained on a sub-
set of NIST'1999 speaker verification data, only the Znorm
was tested, and neither the GMM nor the SVM parameters
were thoroughly adjusted. The conclusion is that the results
demonstrate the feasibility of this technique, but in order
to fully exploit these two techniques, more work should be
done.

4. NORMALIZATION

4.1. Aims of score normalization

The last step in speaker verification is the decision making.
This process consists in comparing the likelihood resulting
from the comparison between the claimed speaker model
and the incoming speech signal with a decision threshold.
If the likelihood is higher than the threshold, the claimed
speaker will be accepted, else rejected.

The tuning of decision thresholds is very troublesome
in speaker verification. If the choice of its numerical value
remains an open issue in the domain (usually fixed empir-
ically), its reliability cannot be ensured while the system is
running. This uncertainty is mainly due to the score variabil-
ity between trials, a fact well known in the domain.

This score variability comes from different sources. First,
the nature of the enrollment material can vary between the
speakers. The differences can also come from the phonetic
content, the duration, the environment noise, as well as the
quality of the speaker model training. Secondly, the pos-
sible mismatch between enrollment data (used for speaker
modeling) and test data is the main remaining problem in
speaker recognition. Two main factors may contribute to this
mismatch: the speaker him-/herself through the intraspeaker
variability (variation in speaker voice due to emotion, health
state, and age) and some environment condition changes in
transmission channel, recording material, or acoustical en-
vironment. On the other hand, the interspeaker variability
(variation in voices between speakers), which is a particu-
ar issue in the case of speaker-independent threshold-based sys-
tem, has to be also considered as a potential factor affecting
the reliability of decision boundaries. Indeed, as this inters-
peaker variability is not directly measurable, it is not straight-
forward to protect the speaker verification system (through
the decision making process) against all potential impostor
attacks. Lastly, as for the training material, the nature and
the quality of test segments influence the value of the scores
for client and impostor trials.

Score normalization has been introduced explicitly to
cope with score variability and to make speaker-independent
decision threshold tuning easier.

4.2. Expected behavior of score normalization

Score normalization techniques have been mainly derived
from the study of Li and Porter [40]. In this paper, large
variances had been observed from both distributions of
client scores (intraspeaker scores) and impostor scores (in-
terspeaker scores) during speaker verification tests. Based on
these observations, the authors proposed solutions based on
impostor score distribution normalization in order to reduce
the overall score distribution variance (both client and im-
postor distributions) of the speaker verification system. The
basic of the normalization technique is to center the impos-
tor score distribution by applying on each score generated by
the speaker verification system the following normalization.

Let \( L_\lambda(X) \) denote the score for speech signal \( X \) and speaker
model \( \lambda \). The normalized score \( \tilde{L}_\lambda(X) \) is then given as follows:

\[
\tilde{L}_\lambda(X) = \frac{L_\lambda(X) - \mu_\lambda}{\sigma_\lambda},
\]  

where \( \mu_\lambda \) and \( \sigma_\lambda \) are the normalization parameters for speaker
\( \lambda \). Those parameters need to be estimated.

The choice of normalizing the impostor score distribu-
tion (as opposed to the client score distribution) was ini-
tially guided by two facts. First, in real applications and for


text-independent systems, it is easy to compute impostor
score distributions using pseudo-impostors, but client distri-


butions are rarely available. Secondly, impostor distribution
represents the largest part of the score distribution variance.
However, it would be interesting to study client score dis-
tribution (and normalization), for example, in order to de-
termine theoretically the decision threshold. Nevertheless, as
seen previously, it is difficult to obtain the necessary data for
real systems and only few current databases contain enough
data to allow an accurate estimate of client score distribution.

4.3. Normalization techniques

Since the study of Li and Porter [40], various kinds of score
normalization techniques have been proposed in the litera-
ture. Some of them are briefly described in the following sec-
tion.

World-model and cohort-based normalizations

This class of normalization techniques is a particular case:
it relies more on the estimation of antispeaker hypothesis
(“the target speaker does not pronounce the record”) in the
Bayesian hypothesis test than on a normalization scheme.
However, the effects of this kind of techniques on the dif-
ferent score distributions are so close to the normalization
method ones that we have to present here.
The first proposal came from Higgins et al. in 1991 [9], followed by Matsui and Furui in 1993 [41], for which the normalized scores take the form of a ratio of likelihoods as follows:

\[ \tilde{L}_i(X) = \frac{L_i(X)}{L_\lambda(X)} \]

For both approaches, the likelihood \( L_\lambda(y) \) was estimated from a cohort of speaker models. In [9], the cohort of speakers (also denoted as a cohort of impostors) was chosen to be close to speaker \( \lambda \). Conversely, in [41], the cohort of speakers included speaker \( \lambda \). Nevertheless, both normalization schemes equally improve speaker verification performance.

In order to reduce the amount of computation, the cohort of impostor models was replaced later with a unique model learned using the same data as the first ones. This idea is the basic of world-model normalization (the world model is also named “background model”) firstly introduced by Carey et al. [13]. Several works showed the interest in world-model-based normalization [14, 17, 42].

All the other normalizations discussed in this paper are applied on world-model normalized scores (commonly named likelihood ratio in the way of statistical approaches), that is, \( \tilde{L}_i(X) = L_i(X) \).

Centered/reduced impostor distribution

This family of normalization techniques is the most used. It is directly derived from (16), where the scores are normalized by subtracting the mean and then dividing by the standard deviation, both estimated from the (pseudo)impostor score distribution. Different possibilities are available to compute the impostor score distribution.

Znorm

The zero normalization (Znorm) technique is directly derived from the work done in [40]. It has been massively used in speaker verification in the middle of the nineties. In practice, a speaker model is tested against a set of speech signals produced by some impostor, resulting in an impostor similarity score distribution. Speaker-dependent mean and variance—normalization parameters—are estimated from this distribution and applied (see (16) on similarity scores yielded by the speaker verification system when running). One of the advantages of Znorm is that the estimation of the normalization parameters can be performed offline during speaker model training.

Hnorm

By observing that, for telephone speech, most of the client speaker models respond differently according to the handset type used during testing data recording, Reynolds [43] had proposed a variant of Znorm technique, named handset normalization (Hnorm), to deal with handset mismatch between training and testing.

Here, handset-dependent normalization parameters are estimated by testing each speaker model against handset-dependent speech signals produced by impostors. During testing, the type of handset relating to the incoming speech signal determines the set of parameters to use for score normalization.

Tnorm

Still based on the estimate of mean and variance parameters to normalize impostor score distribution, test-normalization (Tnorm), proposed in [44], differs from Znorm by the use of impostor models instead of test speech signals. During testing, the incoming speech signal is classically compared with claimed speaker model as well as with a set of impostor models to estimate impostor score distribution and normalization parameters consecutively. If Znorm is considered as a speaker-dependent normalization technique, Tnorm is a test-dependent one. As the same test utterance is used during both testing and normalization parameter estimate, Tnorm avoids a possible issue of Znorm based on a possible mismatch between test and normalization utterances. Conversely, Tnorm has to be performed online during testing.

HTnorm

Based on the same observation as Hnorm, a variant of Tnorm has been proposed, named HTnorm, to deal with handset-type information. Here, handset-dependent normalization parameters are estimated by testing each incoming speech signal against handset-dependent impostor models. During testing, the type of handset relating to the claimed speaker model determines the set of parameters to use for score normalization.

Cnorm

Cnorm was introduced by Reynolds during NIST 2002 speaker verification evaluation campaigns in order to deal with cellular data. Indeed, the new corpus (Switchboard cellular phase 2) is composed of recordings obtained using different cellular phones corresponding to several unidentified handsets. To cope with this issue, Reynolds proposed a blind clustering of the normalization data followed by an Hnorm-like process using each cluster as a different handset.

This class of normalization methods offers some advantages particularly in the framework of NIST evaluations (text independent speaker verification using long segments of speech—30 seconds in average for tests and 2 minutes for enrollment). First, both the method and the impostor distribution model are simple, only based on mean and standard deviation computation for a given speaker (even if Tnorm complicates the principle by the need of online processing). Secondly, the approach is well adapted to a text-independent task, with a large amount of data for enrollment. These two points allow to find easily pseudo-impostor data. It seems more difficult to find these data in the case of a user-password-based system, where the speaker chooses his password and repeats it three or four times during the enrollment phase only. Lastly, modeling only the impostor distribution is a good way to set a threshold according to the global false acceptance error and reflects the NIST scoring strategy.
For a commercial system, the level of false rejection is critical and the quality of the system is driven by the quality reached for the “worse” speakers (and not for the average).

**Dnorm**

Dnorm was proposed by Ben et al. in 2002 [45]. Dnorm deals with the problem of pseudo-impostor data availability by generating the data using the world model. A Monte Carlo-based method is applied to obtain a set of client and impostor data, using, respectively, client and world models. The normalized score is given by

\[
\tilde{L}_λ(X) = \frac{L_λ(X)}{KL2(\lambda, \bar{\lambda})},
\]

where \(KL2(\lambda, \bar{\lambda})\) is the estimate of the symmetrized Kullback-Leibler distance between the client and world models. The estimation of the distance is done using Monte-Carlo generated data. As for the previous normalizations, Dnorm is applied on likelihood ratio, computed using a world model.

Dnorm presents the advantage not to need any normalization data in addition to the world model. As Dnorm is a recent proposition, future developments will show if the method could be applied in different applications like password-based systems.

**WMAP**

WMAP was designed for multirecognizer systems. The technique focuses on the meaning of the score and not only on normalization. WMAP, proposed by Fredouille et al. in 1999 [46], is based on the Bayesian decision framework. The originality is to consider the two classical speaker recognition hypotheses in the score space and not in the acoustic space. The final score is the a posteriori probability to obtain the score given the target hypothesis:

\[
WMAP (L_λ(X)) = \frac{P_{\text{Target}} \cdot p(L_λ(X) | \text{Target})}{P_{\text{Target}} \cdot p(L_λ(X) | \text{Target}) + P_{\text{Imp}} \cdot p(L_λ(X) | \text{Imp})},
\]

where \(P_{\text{Target}}\) (resp., \(P_{\text{Imp}}\)) is the a priori probability of a target test (resp., an impostor test) and \(p(L_λ(X) | \text{Target})\) (resp., \(p(L_λ(X) | \text{Imp})\)) is the probability of score \(L_λ(X)\) given the hypothesis of a target test (resp., an impostor test).

The main advantage of the WMAP normalization is to produce meaningful normalized score in the probability space. The scores take the quality of the recognizer directly into account, helping the system design in the case of multiplicity recognizer decision fusion.

The implementation proposed by Fredouille in 1999 used an empirically approach and nonparametric models for estimating the target and impostor score probabilities.

4.4. Discussion

Through the various experiments achieved on the use of normalization in speaker verification, different points may be highlighted. First of all, the use of prior information like the handset type or gender information during normalization parameter computation is relevant to improve performance (see [43] for experiments on Hnorm and [44] for experiment on HTnorm).

Secondly, HTnorm seems better than the other kind of normalization as shown during the 2001 and 2002 NIST evaluation campaigns. Unfortunately, HTnorm is also the most expensive in computational time and requires estimating normalization parameters during testing. The solution proposed in [45], Dnorm normalization, may be a promising alternative since the computational time is significantly reduced and no impostor population is required to estimate normalization parameters. Currently, Dnorm performs as well as Znorm technique [45]. Further work is expected in order to integrate prior information like handset type to Dnorm and to make it comparable with Hnorm and HTnorm. WMAP technique exhibited interesting performance (same level as Znorm but without any knowledge about the real target speaker—normalization parameters are learned a priori using a separate set of speakers/tests). However, the technique seemed difficult to apply in a target speaker-dependent mode, since few speaker data are not sufficient to learn the normalization models. A solution could be to generate data, as done in the Dnorm approach, to estimate the score models Target and Imp (impostor) directly from the models.

Finally, as shown during the 2001 and 2002 NIST evaluation campaigns, the combination of different kinds of normalization (e.g., HTnorm, Hnorm, Tnorm, and Dnorm) may lead to improved speaker verification performance. It is interesting to note that each winning normalization combination relies on the association between a “learning condition” normalization (Znorm, Hnorm, and Dnorm) and a “test-based” normalization (HTnorm and Tnorm).

However, this behavior of current speaker verification systems which require score normalization to perform better may lead to question the relevancy of techniques used to obtain these scores. The state-of-the-art text-independent speaker recognition techniques associate one or several parameterization level normalizations (CMS, feature variance normalization, feature warping, etc.) with a world model normalization and one or several score normalizations. Moreover, the speaker models are mainly computed by adapting a world/background model to the client enrollment data which could be considered as a “model” normalization.

Observing that at least four different levels of normalization are used, the question remains: is the front-end processing, the statistical techniques (like GMM) the best way of modeling speaker characteristics and speech signal variability, including mismatch between training and testing data? After many years of research, speaker verification still remains an open domain.
5. EVALUATION

5.1. Types of errors

Two types of errors can occur in a speaker verification system, namely, false rejection and false acceptance. A false rejection (or nondetection) error happens when a valid identity claim is rejected. A false acceptance (or false alarm) error consists in accepting an identity claim from an impostor. Both types of error depend on the threshold $\theta$ used in the decision making process. With a low threshold, the system tends to accept every identity claim thus making few false rejections and lots of false acceptances. On the contrary, if the threshold is set to some high value, the system will reject every claim and make very few false acceptances but a lot of false rejections. The couple (false alarm error rate, false rejection error rate) is defined as the operating point of the system. Defining the operating point of a system, or, equivalently, setting the decision threshold, is a trade-off between the two types of errors.

In practice, the false alarm and nondetection error rates, denoted by $P_{fa}$ and $P_{fr}$, respectively, are measured experimentally on a test corpus by counting the number of errors of each type. This means that large test sets are required to be able to measure accurately the error rates. For clear methodological reasons, it is crucial that none of the test speakers, whether true speakers or impostors, be in the training and development sets. This excludes, in particular, using the same speakers for the background model and for the tests. However, it may be possible to use speakers referenced in the test database as impostors. This should be avoided whenever discriminative training techniques are used or if across speaker normalization is done since, in this case, using referenced speakers as impostors would introduce a bias in the results.

5.2. DET curves and evaluation functions

As mentioned previously, the two error rates are functions of the decision threshold. It is therefore possible to represent the performance of a system by plotting $P_{fa}$ as a function of $P_{fr}$. This curve, known as the system operating characteristic, is monotonous and decreasing. Furthermore, it has become a standard to plot the error curve on a normal deviate scale [47] in which case the curve is known as the detection error trade-offs (DETs) curve. With the normal deviate scale, a speaker recognition system whose true speaker and impostor scores are Gaussians with the same variance will result in a linear curve with a slope equal to $-1$. The better the system is, the closer to the origin the curve will be. In practice, the score distributions are not exactly Gaussians but are quite close to it. The DET curve representation is therefore more easily readable and allows for a comparison of the system’s performances on a large range of operating conditions. Figure 6 shows a typical example of a DET curves.

Plotting the error rates as a function of the threshold is a good way to compare the potential of different methods in laboratory applications. However, this is not suited for the evaluation of operating systems for which the threshold has been set to operate at a given point. In such a case, systems are evaluated according to a cost function which takes into account the two error rates weighted by their respective costs, that is $C = C_{fa}P_{fa} + C_{fr}P_{fr}$. In this equation, $C_{fa}$ and $C_{fr}$ are the costs given to false acceptances and false rejections, respectively. The cost function is minimal if the threshold is correctly set to the desired operating point. Moreover, it is possible to directly compare the costs of two operating systems. If normalized by the sum of the error costs, the cost $C$ can be interpreted as the mean of the error rates, weighted by the cost of each error.

Other measures are sometimes used to summarize the performance of a system in a single figure. A popular one is the equal error rate (EER) which corresponds to the operating point where $P_{fa} = P_{fr}$. Graphically, it corresponds to the intersection of the DET curve with the first bisector curve. The EER performance measure rarely corresponds to a realistic operating point. However, it is a quite popular measure of the ability of a system to separate impostors from true speakers. Another popular measure is the half total error rate (HTER) which is the average of the two error rates $P_{fa}$ and $P_{fr}$. It can also be seen as the normalized cost function assuming equal costs for both errors.

Finally, we make the distinction between a cost obtained with a system whose operating point has been set up on development data and a cost obtained with a posterior minimization of the cost function. The latter is always to the advantage of the system but does not correspond to a realistic evaluation since it makes use of the test data. However, the difference between those two costs can be used to evaluate the quality of the decision making module (in particular, it evaluates how well the decision threshold has been set).

5.3. Factors affecting the performance and evaluation paradigm design

There are several factors affecting the performance of a speaker verification system. First, several factors have an
impact on the quality of the speech material recorded. Among others, these factors are the environmental conditions at the time of the recording (background noise or not), the type of microphone used, and the transmission channel bandwidth and compression if any (high bandwidth speech, landline and cell phone speech, etc.). Second are factors concerning the speakers themselves and the amount of training data available. These factors are the number of training sessions and the time interval between those sessions (several training sessions over a long period of time help coping with the long-term variability of speech), the physical and emotional state of the speaker (under stress or ill), the speaker cooperativeness (does the speaker want to be recognized or does the impostor really want to cheat, is the speaker familiar with the system, and so forth). Finally, the system performance measure highly depends on the test set complexity: cross gender trials or not, test utterance duration, linguistic coverage of those utterances, and so forth. Ideally, all those factors should be taken into account when designing evaluation paradigms or when comparing the performance of two systems on different databases. The excellent performance obtained in artificial good conditions (quiet environment, high-quality microphone, consecutive recordings of the training and test material, and speaker willing to be identified) rapidly degrades in real-life applications.

Another factor affecting the performance worth noting is the test speakers themselves. Indeed, it has been observed several times that the distribution of errors varies greatly between speakers [48]. A small number of speakers (goats) are responsible for most of the nondetection errors, while another small group of speakers (lambs) are responsible for the false acceptance errors. The performance computed by leaving out these two small groups are clearly much better. Evaluating the performance of a system after removing a small percentage of the speakers whose individual error rates are the higher may be interesting in commercial applications where it is better to have a few unhappy customers (for which an alternate solution to speaker verification can be envisaged) than many ones.

5.4. Typical performance

It is quite impossible to give a complete overview of the speaker verification systems because of the great diversity of applications and experimental conditions. However, we conclude this section by giving the performance of some systems trained and tested with an amount of data reasonable in the context of an application (one or two training sessions and test utterances between 10 and 30 seconds).

For good recording conditions and for text-dependent applications, the EER can be as low 0.5% (YOHO database), while text-dependent applications usually have EERs above 2%. In the case of telephone speech, the degradation of the speech quality directly impacts the error rates which then range from 2% EER for speaker verification on 10 digit strings (SESP database) to about 10% on conversational speech (Switchboard).

6. Extensions of Speaker Verification

Speaker verification supposes that training and test are composed of monospeaker records. However, it is necessary for some applications to detect the presence of a given speaker within multispeaker audio streams. In this case, it may also be relevant to determine who is speaking when. To handle this kind of tasks, several extensions of speaker verification to multispeaker case have been defined. The three most common ones are briefly described below.

(i) The n-speaker detection is similar to speaker verification [49]. It consists in determining whether a target speaker speaks in a conversation involving two speakers or more. The difference from speaker verification is that the test recording contains the whole conversation with utterances from various speakers [50, 51].

(ii) Speaker tracking [49] consists in determining if and when a target speaker speaks in a multispeaker record. The additional work as compared to the n-speaker detection is to specify the target speaker speech segments (begin and end times of each speaker utterance) [51, 52].

(iii) Segmentation is close to speaker tracking except that no information is provided on speakers. Neither speaker training data nor speaker ID is available. The number of speakers is also unknown. Only test data is available. The aim of the segmentation task is to determine the number of speakers and when they speak [53, 54, 55, 56, 57, 58, 59]. This problem corresponds to a blind classification of the data. The result of the segmentation is a partition in which every class is composed of segments of one speaker.

In the n-speaker detection and speaker tracking tasks as described above, the multispeaker aspect concerned only the test records. Training records were supposed to be monospeaker. An extension of those tasks consists in having multispeaker records for training too, with the target speaker speaking in all these records. The training phase then gets more complex, requiring speaker segmentation of the training records to extract information relevant to the target speaker.

Most of those tasks, including speaker verification, were proposed in the NIST SRE campaigns to evaluate and compare performance of speaker recognition methods for monospeaker and multispeaker records (test and/or training). While the set of proposed tasks was initially limited to speaker verification task in monospeaker records, it has been enlarged over the years to cover common problems found in real-world applications.

7. Applications of Speaker Verification

There are many applications to speaker verification. The applications cover almost all the areas where it is desirable to secure actions, transactions, or any type of interactions by identifying or authenticating the person making the transaction. Currently, most applications are in the banking...
and telecommunication areas. Since the speaker recognition technology is currently not absolutely reliable, such technology is often used in applications where it is interesting to diminish frauds but for which a certain level of fraud is acceptable. The main advantages of voice-based authentication are its low implementation cost and its acceptability by the end users, especially when associated with other vocal technologies.

Regardless of forensic applications, there are four areas where speaker recognition can be used: access control to facilities, secured transactions, over a network (in particular, over the telephone), structuring audio information, and games. We briefly review those various families of applications.

7.1. On-site applications
On-site applications regroup all the applications where the user needs to be in front of the system to be authenticated. Typical examples are access control to some facilities (car, home, warehouse), to some objects (locksmith), or to a computer terminal. Currently, ID verification in such context is done by mean of a key, a badge or a password, or personal identification number (PIN).

For such applications, the environmental conditions in which the system is used can be easily controlled and the sound recording system can be calibrated. The authentication can be done either locally or remotely but, in the last case, the transmission conditions can be controlled. The voice characteristics are supplied by the user (e.g., stored on a chip card). This type of application can be quite dissuasive since it is always possible to trigger another authentication mean in case of doubt. Note that many other techniques can be used to perform access control, some of them being more reliable than speaker recognition but often more expensive to implement. There are currently very few access control applications developed, none on a large scale, but it is quite probable that voice authentication will increase in the future and will find its way among the other verification techniques.

7.2. Remote applications
Remote applications regroup all the applications where the access to the system is made through a remote terminal, typically a telephone or a computer. The aim is to secure the access to reserved services (telecom network, databases, web sites, etc.) or to authenticate the user making a particular transaction (e-trade, banking transaction, etc.). In this context, authentication currently relies on the use of a PIN, sometimes accompanied by the identification of the remote terminal (e.g., caller’s phone number).

For such applications, the signal quality is extremely variable due to the different types of terminals and transmission channels, and can sometimes be very poor. The vocal characteristics are usually stored on a server. This type of applications is not very dissuasive since it is nearly impossible to trace the impostor. However, in case of doubt, a human interaction is always possible. Nevertheless, speaker verification remains the most natural user verification modality in this case and the easiest one to implement, along with PIN codes, since it does not require any additional sensors. Some commercial applications in the banking and telecommunication areas are now relying on speaker recognition technology to increase the level of security in a way transparent to the user. The application profile is usually designed to reduce the number of frauds. Moreover, speaker recognition over the phone complements nicely voice-driven applications from the technological and ergonomic point of views.

7.3. Information structuring
Organizing the information in audio documents is a third type of applications where speaker recognition technology is involved. Typical examples of the applications are the automatic annotation of audio archives, speaker indexing of sound tracks, and speaker change detection for automatic subtitling. The need for such applications comes from the movie industry and from the media related industry. However, in a near future, the information structuring applications should expand to other areas, such as automatic meeting recording abstracting.

The specificities of those types of applications are worth mentioning and, in particular, the huge amount of training data for some speakers and the fact that the processing time is not an issue, thus making possible the use of multipass systems. Moreover, the speaker variability within a document is reduced. However, since speaker changes are not known, the verification task goes along with a segmentation task eventually complicated by the fact that the number of speakers is not known and several persons may speak simultaneously. This application area is rapidly growing, and in the future, browsing an audio document for a given program, a given topic, or a given speaker will probably be as natural as browsing textual documents is today. Along with speech/music separation, automatic speech transcription, and keyword and keysound spotting, speaker recognition is a key technology for audio indexing.

7.4. Games
Finally, another application area, rarely explored so far, is games: child toys, video games, and so forth. Indeed, games evolve toward a better interactivity and the use of player profiles to make the game more personal. With the evolution of computing power, the use of the vocal modality in games is probably only a matter of time. Among the vocal technologies available, speaker recognition certainly has a part to play, for example, to recognize the owner of a toy, to identify the various speakers, or even to detect the characteristics or the variations of a voice (e.g., imitation contest). One interesting point with such applications is that the level of performance can be a secondary issue since an error has no real impact. However, the use of speaker recognition technology in games is still a prospective area.

8. ISSUES SPECIFIC TO THE FORENSIC AREA
8.1. Introduction
The term “forensic acoustics” has been widely used regarding police, judicial, and legal use of acoustics samples. This
wide area includes many different tasks, some of them being recording authentication, voice transcription, specific sound characterization, speaker profiling, or signal enhancement. Among all these tasks, forensic speaker recognition [60, 61, 62, 63, 64] stands out as far as it constitutes one of the more complex problems in this domain: the fact of determining whether a given speech utterance has been produced by a particular person. In this section, we will focus on this item, dealing with forensic conditions and speaker variability, forensic recognition in the past (speaker recognition by listening (SRL), and “voiceprint analysis”), and semi- and fully-automatic forensic recognition systems, discussing also the role of the expert in the whole process.

8.2. Forensic conditions and speaker variability
In forensic speaker recognition, the disputed utterance, which constitutes the evidence, is produced in crime perpetration under realistic conditions. In most of the cases, this speech utterance is acquired by obtaining access to a telephone line, mainly in two different modalities: (i) an anonymous call or, when known or expected, (ii) a wiretapping process by police agents.

“Realistic conditions” is used here as an opposite term to “laboratory conditions” in the sense that no control, assumption, or forecast can be made with respect to acquisition conditions. Furthermore, the perpetrator is not a collaborative partner, but rather someone trying to impede that any finding derived from these recordings could help to convict him.

Consequently, these “realistic conditions” impose on speech signals a high degree of variability. All these sources of variability can be classified [65] as follows:

(i) peculiar intraspeaker variability: type of speech, gender, time separation, aging, dialect, sociolect, jargon, emotional state, use of narcotics, and so forth;
(ii) forced intraspeaker variability: Lombard effect, external-influenced stress, and cocktail-party effect;
(iii) channel-dependent external variability: type of handset and/or microphone, landline/mobile phone, communication channel, bandwidth, dynamic range, electrical and acoustical noise, reverberation, distortion, and so forth.

Forensic conditions will be reached when these variability factors that constitute the so-called “realistic conditions” emerge without any kind of principle, rule, or norm. So they might be present constantly on a call, or else arise and/or disappear suddenly, so affecting in a completely unforeseeable manner the whole process.

The problem will worsen if we consider the effect of these variability factors in the comparative analysis between the disputed utterances and the undisputed speech controls. Factors like time separation, type of speech, emotional state, speech duration, transmission channel, or recording equipment employed acquire—under these circumstances—a preeminent role.

8.3. Forensic recognition in the past decades
Speaker recognition by listening
Regarding SRL [63, 66], the first distinctive issue to consider makes reference to the condition of familiar or unfamiliar voices. Human beings show high recognition abilities with respect to well-known familiar voices, in which a long-term training process has been unconsciously accomplished. In this case, even linguistic variability (at prosodic, lexical, grammatical, or idiolectal levels) can be comprised within these abilities. The problem here arises when approaching the forensic recognition area in which experts always deal with unfamiliar voices. Since this long-term training cannot be easily reached even if enough speech material and time are available, expert recognition abilities in the forensic field will be affected by this lack.

Nevertheless, several conventional procedures have been traditionally established in order to perform forensic SRL-based procedures, depending upon the condition (expert/nonexpert) of the listener, namely,

(1) by nonexperts: regarding nonexperts, which in the case of forensic cases include victims and witnesses, SRL refers to voice lineups. Many problems arise with these procedures, for both speakers and listeners, like size, auditory homogeneity, age, and sex; quantity of speech heard; and time delay between disputed and lineup utterances. Consequently, SRL by nonexperts is given just an indicative value, and related factors, like concordance with eyewitness, become key issues;
(2) by experts: SRL by experts is a combination of two different approaches, namely,
(i) aural-perceptual approach which constitutes a detailed auditory analysis. This approach is organized in levels of speaker characterization, and within each level, several parameters are analyzed:
(a) voice characterization: pitch, timbre, fullness, and so forth;
(b) speech characterization: articulation, diction, speech rate, intonation, defects, and so forth;
(c) language characterization: dynamics, prosody, style, sociolect, idiolect, and so forth;
(ii) phonetic-acoustic approach which establishes a more precise and systematic computer-assisted analysis of auditory factors:
(a) formants: position, bandwidth, and trajectories;
(b) spectral energy, pitch, and pitch contour;
(c) time domain: duration of segments, rhythm, and jitter.

Voiceprint analysis and its controversy
Spectrographic analysis was firstly applied to speaker recognition by Kersta, in 1962 [67], giving rise to the term “voiceprint.” Although he gave no details about his research tests and no documentation for his claim (“My claim to voice pattern uniqueness then rests on the improbability that two speakers would have vocal cavity dimensions and articulator use-patterns identical enough to confound voiceprint
identification methods”), he ensured that the decision about the uniqueness of the “voiceprint” of a given individual could be compared, in terms of confidence, to fingerprint analysis.

Nevertheless, in 1970, Bolt et al. [68] denied that voiceprint analysis in forensic cases could be assimilated to fingerprint analysis, adducing that the physiological nature of fingerprints is clearly differentiated from the behavioral nature of speech (in the sense that speech is just a product of an underlying anatomical source, namely, the vocal tract); so speech analysis, with its inherent variability, cannot be reduced to a static pattern matching problem. These dissimilarities introduce a misleading comparison between fingerprint and speech, so the term voiceprint should be avoided. Based in this, Bolt et al. [69] declared that voiceprint comparison was closer to aural discrimination of unfamiliar voices than to fingerprint discrimination.

In 1972, Tosi et al. [70] tried to demonstrate the reliability of voiceprint technique by means of a large-scale study in which they claimed that the scientific community had accepted the method by concluding that “if trained voiceprint examiners use listening and spectrogram they would achieve lower error rates in real forensic conditions than the experimental subjects did on laboratory conditions.”

Later on, in 1973, Bolt et al. [69] invalidated the preceding claim, as the method showed lack of scientific basis, specifically in practical conditions, and, in any case, real forensic conditions would decrease results with respect to those obtained in the study.

At the request of the FBI, and in order to solve this controversy, the National Academy of Sciences (NAS) authorized in 1976 the realization of a study. The conclusion of the committee was clear—the technical uncertainties were significant and forensic applications should be allowed with the utmost caution. Although forensic practice based on voiceprint analysis has been carried out since then [71]; from a scientific point of view, the validity and usability of the method in the forensic speaker recognition has been clearly set under suspect, as the technique is, as stated in [72], “subjective and not conclusive . . . . Consistent error rates cannot be obtained across different spectrographic studies.” And, due to lack of quality, about 65% of the cases in a survey of 2,000 [71] remain inadequate to conduct voice comparisons.

### 8.4. Automatic speaker recognition in forensics

#### Semiautomatic systems

Semiautomatic systems refer to systems in which a supervised selection of acoustic phonetic events, on the complete speech utterance, has to be accomplished prior to the computer-based analysis of the selected segment.

Several systems can be found in the literature [66], the most outstanding are the following: (i) SASIS [73], semiautomatic speaker identification system, developed by Rockwell International in the USA; (ii) AUROS [74], automatic recognition of speaker by computer, developed jointly by Philips GmbH and BundesKriminalAmt (BKA) in Germany; (iii) SAUSI [75], semiautomatic speaker identification system, developed by the University of Florida; (iv) CAVIS [76], computer assisted voice identification system, developed by Los Angeles County Sheriff’s Department, from 1985; or (v) IDEM [77], developed by Fundazione Ugo Bordoni in Rome, Italy.

Most of these systems require specific use by expert phoneticians (in order to select and segment the required acoustic Phonetic events) and, therefore, suffer a lack of generalization in their operability; moreover, many of them have been involved in projects already abandoned by scariness of results in forensics.

#### Automatic speaker recognition technology

As it is stated in [72], “automatic speaker recognition technology appears to have reached a sufficient level of maturity for realistic application in the field of forensic science.” State-of-the-art speaker recognition systems, widely described in this contribution, provide a fully automated approach, handling huge quantities of speech information at a low-level acoustic signal processing [78, 79, 80]. Modern speaker recognition systems include features as mel frequency cepstral coefficients (MFCC) parameterization in the cepstral domain, cepstral mean normalization (CMN) or RASTA channel compensation, GMM modeling, MAP adaptation, UBM normalization, or score distribution normalization.

Regarding speaker verification (the authentication problem), the system is producing binary decisions as outputs (accepted versus rejected), and the global performance of the system can be evaluated in terms of false acceptance rates (FARs) versus miss or false rejection rates (FRRs), shown in terms of DET plots. This methodology perfectly suits the requirements of commercial applications of speaker recognition technology, and has led to multiple implementations of it.

#### Forensic methodology

Nevertheless, regarding forensic applicability of speaker recognition technology and, specially, when compared with commercial applications, some crucial questions arise concerning the role of the expert.

(i) Provided that the state-of-the-art recognition systems under forensic conditions produce nonzero errors, what is the real usability of them in the judicial process?

(ii) Is acceptance/rejection (making a decision) the goal of forensic expertise? If so, what is the role of judge/jury in a voice comparison case?

(iii) How can the expert take into account the prior probabilities (circumstances of the case) in his/her report?

(iv) How can we quantify the human cost related with FAR (innocent convicted) and with FRR (guilty freed)?

These and other related questions have led to diverse interpretation of the forensic evidence [81, 82, 83, 84]. In the field of forensic speaker recognition, some alternatives to the direct commercial interpretation of scores have been recently proposed.
(i) Confidence measure of binary decisions: this implies that for every verification decision, a measure of confidence of that decision is addressed. A practical implementation of this approach is the forensic automatic speaker recognition (FASR) system [72], developed at the FBI, based on standard speaker verification processing, and producing as an output, together with the normalized log LR score of the test utterance with respect to a given model, a confidence measurement associated with each recognition decision (accepted/rejected). This confidence measure is based on an estimate of the posterior probability for a given set of conditional testing conditions, and normalizes the score to a range from 0 to 100.

(ii) Bayesian approach through LR of opposite hypothesis: Bayesian approach posterior odds (a posteriori probability ratio) — assessments pertaining only to the court — are computed from prior odds (a priori probability ratio) — circumstances related with evidence — and LR (ratio between likelihood of evidence compared with H0 and likelihood of evidence compared with H1) — computed by expert [62]. In this approach, H0 stands for positive hypothesis (the suspected speaker is the source of the questioned recording), while H1 stands for the opposite hypothesis (the suspected speaker is not the source of the questioned recording). The application of this generic forensic approach to the specific field of forensic speaker recognition can be found in [85, 86] in terms of Tippett plots [87] (derived from standard forensic interpretation of DNA analysis); and a practical implementation as a complete system of the LR approach, denoted as IdentiVox [64], (developed in Spain by Universidad Politécnica de Madrid and Dirección General de la Guardia Civil) has shown to have encouraging results in real forensic approaches.

8.5. Conclusion
Forensic speaker recognition is a multidisciplinary field in which diverse methodologies coexist, and subjective heterogeneous approaches are usually found between forensic practitioners; although technical invalidity of some of these methods has been clearly stated, they are still used by several gurus in unscientific traditional practices. In this context, the emergence of automatic speaker recognition systems, producing robust objective scoring of disputed utterances, constitutes the milestone of forensic speaker recognition. This does not imply that all problems in the field are positively solved, as issues like availability of real forensic speech databases, forensic-specific evaluation methodology, or role of the expert are still open; but definitively, they have made possible a common-framework unified technical approach to the problem.

9. Conclusion and Future Research Trends
In this paper, we have proposed a tutorial on text-independent speaker verification. After describing the training and test phases of a general speaker verification system, we detailed the cepstral analysis, which is the most commonly used approach for speech parameterization. Then, we explained how to build a speaker model based on a GMM approach. A few speaker modeling alternatives have been mentioned, including neural network and SVMs. The score normalization step has then been described in details. This is a very important step to deal with real-world data. The evaluation of a speaker verification system has then been exposed, including how to plot a DET curve. Several extensions of speaker verification have then been enumerated, including speaker tracking and segmentation by speakers. A few applications have been listed, including on-site applications, remote applications, applications relative to structuring audio documents, and games. Issues specific to the forensic area have then been explored and discussed.

While it is clear that speaker recognition technology has made tremendous strides forward since the initial work in the field over 30 years ago, future directions in speaker recognition technology are not totally clear, but some general observations can be made. From numerous published experiments and studies, the largest impediment to widespread deployment of speaker recognition technology and a fundamental research challenge is the lack of robustness to channel variability and mismatched conditions, especially microphone mismatches. Since most systems rely primarily on acoustic features, such as spectra, they are too dependent on channel information and it is unlikely that new features derived from the spectrum will provide large gains since the spectrum is obviously highly affected by channel/noise conditions. Perhaps a better understanding of specific channel effects on the speech signal will lead to a decoupling of the speaker and channel thus allowing for better features and compensation techniques. In addition, there are several other levels of information beyond raw acoustics in the speech signal that convey speaker information. Human listeners have a relatively keen ability to recognize familiar voices which points to exploiting long-term speaking habits in automatic systems. While this seems a rather daunting task, the incredible and sustained increase in computer power and the emergence of better speech processing techniques to extract words, pitch, and prosody measures make these high-level information sources ripe for exploitation. The real breakthrough is likely to be in using features from the speech signal to learn about higher-level information not currently found in and complimentary to the acoustic information. Exploitation of such high-level information may require some form of event-based scoring techniques, since higher-levels of information, such as indicative word usage, will not likely occur regularly as acoustic information does. Further, fusion of systems will also be required to build on a solid base-line approach and provide the best attributes of different systems. Successful fusion will require ways to adjudicate between conflicting signals and to combine systems producing continuous scores with systems producing event-based scores.

Below are some of the emerging trends in speaker recognition research and development.
Exploitation of higher levels of information

In addition to the low-level spectrum features used by current systems, there are many other sources of speaker information in the speech signal that can be used. These include intonation (word usage), prosodic measures, and other long-term signal measures. This work will be aided by the increasing use of reliable speech recognition systems for speaker recognition R&D. High-level features not only offer the potential to improve accuracy, they may also help improve robustness since they should be less affected by channel effects. Recent work at the JHU SuperSID workshop has shown that such levels of information can indeed be exploited and used profitably in automatic speaker recognition systems [24].

Focus on real-world robustness

Speaker recognition continues to be data driven, setting the lead among other biometrics in conducting benchmark evaluations and research on realistic data. The continued ease of collecting and making available speech from real applications means that researchers can focus on more real-world robustness issues that appear. Obtaining speech from a wide variety of handsets, channels, and acoustic environments will allow examination of problem cases and development and application of new or improved compensation techniques. Making such data widely available and used in evaluations of systems, like the NIST evaluations, will be a major driver in propelling the technology forward.

Emphasis on unconstrained tasks

With text-dependent systems making commercial headway, R&D effort will shift to more difficult issues in unconstrained situations. This includes variable channels and noise conditions, text-independent speech, and the tasks of speaker segmentation and indexing of multispeaker speech. Increasingly, speaker segmentation and clustering techniques are being used to aid in adapting speech recognizers and for supplying metadata for audio indexing and searching. This data is very often unconstrained and may come from various sources (e.g., broadcast news audio with correspondents in the field).
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- Pose Normalization: Models are first placed into a canonical coordinate frame (normalizing for translation, scaling, and rotation). Then, the best measure of similarity is found by comparing the extracted feature vectors, or
- Descriptor Invariance: Models are described in a transformation invariant manner, so that any transformation of a model will be described in the same way, and the best measure of similarity is obtained at any transformation.

The existing 3D retrieval systems allow the user to perform queries by example. The queried 3D model is then processed, low-level geometrical features are extracted, and similar objects are retrieved from a local database. A shortcoming of the methods that have been proposed so far regarding the 3D object retrieval, is that neither is the semantic information (high-level features) attached to the (low-level) geometrical features of the 3D content, nor are the personalization options taken into account, which would significantly improve the retrieved results. Moreover, few systems exist so far to take into account annotation and relevance feedback techniques, which are very popular among the corresponding content-based image retrieval systems (CBIR).

Most existing CBIR systems using knowledge either annotate a subset of the database manually selected (partial annotation). As the database becomes larger, full annotation is increasingly difficult because of the manual effort needed. Partial annotation is relatively affordable and trims down the heavy manual labor. Once the database is partially annotated, traditional image analysis methods are used to derive semantics of the objects not yet annotated. However, it is not clear “how much” annotation is sufficient for a specific database and what the best subset of objects to annotate is. In other words how the knowledge will be propagated. Such techniques have not been presented so far regarding the 3D case.

Relevance feedback was first proposed as an interactive tool in text-based retrieval. Since then it has been proven to be a powerful tool and has become a major focus of research in the area of content-based search and retrieval. In the traditional computer centric approaches, which have been proposed so far, the “best” representations and weights are fixed and they cannot effectively model high-level concepts and user’s perception subjectivity. In order to overcome these limitations of the computer centric approach, techniques based on relevant feedback, in which the human and computer interact to refine high-level queries to representations based on low-level features, should be developed.

The aim of this special issue is to focus on recent developments in this expanding research area. The special issue will focus on novel approaches in 3D object retrieval, transforms and methods for efficient geometric feature extraction, annotation and relevance feedback techniques, knowledge propagation (e.g., using Bayesian networks), and their combinations so as to produce a single, powerful, and dominant solution.

Topics of interest include (but are not limited to):

- 3D content-based search and retrieval methods (volume/surface-based)
- Partial matching of 3D objects
- Rotation invariant feature extraction methods for 3D objects
- Graph-based and topology-based methods
- 3D data and knowledge representation
- Semantic and knowledge propagation over heterogeneous metadata types
- Annotation and relevance feedback techniques for 3D objects

Authors should follow the EURASIP JASP manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the EURASIP JASP manuscript tracking system at http://www.mstracking.com/asp/, according to the following timetable:

<table>
<thead>
<tr>
<th>Event</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manuscript Due</td>
<td>February 1, 2006</td>
</tr>
<tr>
<td>Acceptance Notification</td>
<td>June 1, 2006</td>
</tr>
<tr>
<td>Final Manuscript Due</td>
<td>September 1, 2006</td>
</tr>
<tr>
<td>Publication Date</td>
<td>4th Quarter, 2006</td>
</tr>
</tbody>
</table>

**GUEST EDITORS:**

**Tsuhan Chen**, Carnegie Mellon University, Pittsburgh, PA 15213, USA; tsuhan@cmu.edu

**Ming Ouhyoung**, National Taiwan University, Taipei 106, Taiwan; ming@csie.ntu.edu.tw

**Petros Daras**, Informatics and Telematics Institute, Centre for Research and Technology Hellas, 57001 Thermi, Thessaloniki, Greece; daras@iti.gr

Hindawi Publishing Corporation  
http://www.hindawi.com
Special Issue on
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Robustness can be defined as the ability of a system to maintain performance or degrade gracefully when exposed to conditions not well represented in the data used to develop the system. In automatic speech recognition (ASR), systems must be robust to many forms of signal degradation, including speaker characteristics (e.g., dialect and accent), ambient environment (e.g., cellular telephony), transmission channel (e.g., voice over IP), and language (e.g., new words, dialect switching). Robust ASR systems, which have been under development for the past 35 years, have made great progress over the years closing the gap between performance on pristine research tasks and noisy operational data.

However, in recent years, demand is emerging for a new class of systems that tolerate extreme and unpredictable variations in operating conditions. For example, in a cellular telephony environment, there are many nonstationary forms of noise (e.g., multiple speakers) and significant variations in microphone type, position, and placement. Harsh ambient conditions typical in automotive and mobile applications pose similar challenges. Development of systems in a language or dialect for which there is limited or no training data in a target language has become a critical issue for a new generation of voice mining applications. The existence of multiple conditions in a single stream, a situation common to broadcast news applications, and that often involves unpredictable changes in speaker, topic, dialect, or language, is another form of robustness that has gained attention in recent years.

Statistical methods have dominated the field since the early 1980s. Such systems tend to excel at learning the characteristics of large databases that represent good models of the operational conditions and do not generalize well to new environments.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Channel and microphone normalization
- Stationary and nonstationary noise modeling, compensation, and/or rejection
- Localization and separation of sound sources (including speaker segregation)
- Signal processing and feature extraction for applications involving hands-free microphones
- Noise robust speech modeling
- Adaptive training techniques
- Rapid adaptation and learning
- Integration of confidence scoring, metadata, and other alternative information sources
- Audio-visual fusion
- Assessment relative to human performance
- Machine learning algorithms for robustness
- Transmission robustness
- Pronunciation modeling
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The possibility of allowing elderly people with different kinds of disabilities to conduct a normal life at home and achieve a more effective inclusion in the society is attracting more and more interest from both industrial and governmental bodies (hospitals, healthcare institutions, and social institutions). Ambient intelligence technologies, supported by adequate networks of sensors and actuators, as well as by suitable processing and communication technologies, could enable such an ambitious objective.

Recent researches demonstrated the possibility of providing constant monitoring of environmental and biomedical parameters, and the possibility to autonomously originate alarms, provide primary healthcare services, activate emergency calls, and rescue operations through distributed assistance infrastructures. Nevertheless, several technological challenges are still connected with these applications, ranging from the development of enabling technologies (hardware and software), to the standardization of interfaces, the development of intuitive and ergonomic human-machine interfaces, and the integration of complex systems in a highly multidisciplinary environment.

The objective of this special issue is to collect the most significant contributions and visions coming from both academic and applied research bodies working in this stimulating research field. This is a highly interdisciplinary field comprising many areas, such as signal processing, image processing, computer vision, sensor fusion, machine learning, pattern recognition, biomedical signal processing, multimedia, human-computer interfaces, and networking.

The focus will be primarily on the presentation of original and unpublished works dealing with ambient intelligence and domotic technologies that can enable the provision of advanced homecare services.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Video-based monitoring of domestic environments and users
- Continuous versus event-driven monitoring
- Distributed information processing
- Data fusion techniques for event association and automatic alarm generation
- Modeling, detection, and learning of user habits for automatic detection of anomalous behaviors
- Integration of biomedical and behavioral data
- Posture and gait recognition and classification
- Interactive multimedia communications for remote assistance
- Content-based encoding of medical and behavioral data
- Networking support for remote healthcare
- Intelligent/natural man-machine interaction, personalization, and user acceptance
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Spatial sound reproduction has become widespread in the form of multichannel audio, particularly through home theater systems. Reproduction systems from binaural (by headphones) to hundreds of loudspeaker channels (such as wave field synthesis) are entering practical use. The application potential of spatial sound is much wider than multichannel sound, however, and research in the field is active. Spatial sound covers for example the capturing, analysis, coding, synthesis, reproduction, and perception of spatial aspects in audio and acoustics.

In addition to the topics mentioned above, research in virtual acoustics broadens the field. Virtual acoustics includes techniques and methods to create realistic perceptions of sound sources and acoustic environments that do not exist naturally but are rendered by advanced reproduction systems using loudspeakers or headphones. Augmented acoustic and audio environments contain both real and virtual acoustic components.

Spatial sound and virtual acoustics are among the major research and application areas in audio signal processing. Topics of active study range from new basic research ideas to improvement of existing applications. Understanding of spatial sound perception by humans is also an important area, in fact a prerequisite to advanced forms of spatial sound and virtual acoustics technology.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Multichannel reproduction
- Wave field synthesis
- Binaural reproduction
- Format conversion and enhancement of spatial sound
- Spatial sound recording
- Analysis, synthesis, and coding of spatial sound
- Spatial sound perception and auditory modeling
- Simulation and modeling of room acoustics
- Auralization techniques
- Beamforming and sound source localization
- Acoustic and auditory scene analysis
- Augmented reality audio
- Virtual acoustics (sound environments and sources)
- Intelligent audio environments
- Loudspeaker-room interaction and equalization
- Applications
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Since its invention in the 19th century when it was little more than a scientific curiosity, the electrocardiogram (ECG) has developed into one of the most important and widely used quantitative diagnostic tools in medicine. It is essential for the identification of disorders of the cardiac rhythm, extremely useful for the diagnosis and management of heart abnormalities such as myocardial infarction (heart attack), and offers helpful clues to the presence of generalised disorders that affect the rest of the body, such as electrolyte disturbances and drug intoxication.

Recording and analysis of the ECG now involves a considerable amount of signal processing for S/N enhancement, beat detection, automated classification, and compression. These involve a whole variety of innovative signal processing methods, including adaptive techniques, time-frequency and time-scale procedures, artificial neural networks and fuzzy logic, higher-order statistics and nonlinear schemes, fractals, hierarchical trees, Bayesian approaches, and parametric models, amongst others.

This special issue will review the current status of ECG signal processing and analysis, with particular regard to recent innovations. It will report major achievements of academic and commercial research institutions and individuals, and provide an insight into future developments within this exciting and challenging area.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Beat (QRS complex) detection
- ECG compression
- Denoising of ECG signals
- Morphological studies and classification
- ECG modeling techniques
- Expert systems and automated diagnosis
- QT interval measurement and heart-rate variability
- Arrhythmia and ischemia detection and analysis
- Interaction between cardiovascular signals (ECG, blood pressure, respiration, etc.)
- Intracardiac ECG analysis (implantable cardiovascular devices, and pacemakers)
- ECGs and sleep apnoea
- Real-time processing and instrumentation
- ECG telemedicine and e-medicine
- Fetal ECG detection and analysis
- Computational tools and databases for ECG education and research
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Recently, end users and utility companies are increasingly concerned with perturbations originated from electrical power quality variations. Investigations are being carried out to completely characterize not only the old traditional type of problems, but also new ones that have arisen as a result of massive use of nonlinear loads and electronics-based equipment in residences, commercial centers, and industrial plants. These nonlinear load effects are aggravated by massive power system interconnections, increasing number of different power sources, and climatic changes.

In order to improve the capability of equipments applied to monitoring the power quality of transmission and distribution power lines, power systems have been facing new analysis and synthesis paradigms, mostly supported by signal processing techniques. The analysis and synthesis of emerging power quality and power system problems led to new research frontiers for the signal processing community, focused on the development and combination of computational intelligence, source coding, pattern recognition, multirate systems, statistical estimation, adaptive signal processing, and other digital processing techniques, implemented in either DSP-based, PC-based, or FPGA-based solutions.

The goal of this proposal is to introduce powerful and efficient real-time or almost-real-time signal processing tools for dealing with the emerging power quality problems. These techniques take into account power-line signals and complementary information, such as climatic changes.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Detection of transients
- Classification of multiple events
- Identification of isolated and multiple disturbance sources
- Compression of voltage and current data signals
- Location of disturbance sources
- Prediction of transmission and distribution systems failures
- Demand forecasting
- Parameters estimation for fundamental, harmonics, and interharmonics

Digital signal processing techniques applied to power quality applications are a very attractive and stimulating area of research. Its results will provide, in the near future, new standards for the decentralized and real-time monitoring of transmission and distribution systems, allowing to closely follow and predict power system performance. As a result, the power systems will be more easily planned, expanded, controlled, managed, and supervised.
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When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide field-of-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view.

In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term “optical SR” to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as “detector SR.” Note that some methods may seek to perform both optical and detector SR.

Detector SR algorithms generally process a set of low-resolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.

With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:

- Detector and optical SR algorithms for video
- Real-time or near-real-time SR implementations
- Innovative color SR processing
- Novel SR applications such as improved object detection, recognition, and tracking
- Super-resolution from compressed video
- Subpixel image registration and optical flow
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NEWS RELEASE

Nominations Invited for the Institute of Acoustics

2006 A B Wood Medal

The Institute of Acoustics, the UK’s leading professional body for those working in acoustics, noise and vibration, is inviting nominations for its prestigious A B Wood Medal for the year 2006.

The A B Wood Medal and prize is presented to an individual, usually under the age of 35, for distinguished contributions to the application of underwater acoustics. The award is made annually, in even numbered years to a person from Europe and in odd numbered years to someone from the USA/Canada. The 2005 Medal was awarded to Dr A Thode from the USA for his innovative, interdisciplinary research in ocean and marine mammal acoustics.

Nominations should consist of the candidate’s CV, clearly identifying peer reviewed publications, and a letter of endorsement from the nominator identifying the contribution the candidate has made to underwater acoustics. In addition, there should be a further reference from a person involved in underwater acoustics and not closely associated with the candidate. Nominees should be citizens of a European Union country for the 2006 Medal. Nominations should be marked confidential and addressed to the President of the Institute of Acoustics at 77A St Peter’s Street, St. Albans, Herts, AL1 3BN.

The deadline for receipt of nominations is 15 October 2005.

Dr Tony Jones, President of the Institute of Acoustics, comments, “A B Wood was a modest man who took delight in helping his younger colleagues. It is therefore appropriate that this prestigious award should be designed to recognise the contributions of young acousticians.”

Further information and an nomination form can be found on the Institute’s website at www.ioa.org.uk.

A B Wood

Albert Beaumont Wood was born in Yorkshire in 1890 and graduated from Manchester University in 1912. He became one of the first two research scientists at the Admiralty to work on antisubmarine defence. He designed the first directional hydrophone and was well known for the many contributions he made to the science of underwater acoustics and for the help he gave to younger colleagues. The medal was instituted after his death by his many friends on both sides of the Atlantic and was administered by the Institute of Physics until the formation of the Institute of Acoustics in 1974.

PRESS CONTACT

Judy Edrich
Publicity & Information Manager, Institute of Acoustics
Tel: 01727 848195; E-mail: judy.edrich@ioa.org.uk

EDITORS NOTES

The Institute of Acoustics is the UK’s professional body for those working in acoustics, noise and vibration. It was formed in 1974 from the amalgamation of the Acoustics Group of the Institute of Physics and the British Acoustical Society (a daughter society of the Institution of Mechanical Engineers). The Institute of Acoustics is a nominated body of the Engineering Council, offering registration at Chartered and Incorporated Engineer levels.

The Institute has some 2500 members from a rich diversity of backgrounds, with engineers, scientists, educators, lawyers, occupational hygienists, architects and environmental health officers among their number. This multidisciplinary culture provides a productive environment for cross-fertilisation of ideas and initiatives. The range of interests of members within the world of acoustics is equally wide, embracing such aspects as aerodynamics, architectural acoustics, building acoustics, electroacoustics, engineering dynamics, noise and vibration, hearing, speech, underwater acoustics, together with a variety of environmental aspects. The lively nature of the Institute is demonstrated by the breadth of its learned society programmes.

For more information please visit our site at www.ioa.org.uk.
MULTIMEDIA FINGERPRINTING FORENSICS FOR TRAITOR TRACING

Edited by: K. J. Ray Liu, Wade Trappe, Z. Jane Wang, Min Wu, and Hong Zhao

The popularity of multimedia content has led to the widespread distribution and consumption of digital multimedia data. As a result of the relative ease with which individuals may now alter and repackage digital content, ensuring that media content is employed by authorized users for its intended purpose is becoming an issue of eminent importance to both governmental security and commercial applications. Digital fingerprinting is a class of multimedia forensic technologies to track and identify entities involved in the illegal manipulation and unauthorized usage of multimedia content, thereby protecting the sensitive nature of multimedia data as well as its commercial value after the content has been delivered to a recipient.

“Multimedia Fingerprinting Forensics for Traitor Tracing” covers the essential aspects of research in this emerging technology, and explains the latest development in this field. It describes the framework of multimedia fingerprinting, discusses the challenges that may be faced when enforcing usage polices, and investigates the design of fingerprints that cope with new families of multiuser attacks that may be mounted against media fingerprints. The discussion provided in the book highlights challenging problems as well as future trends in this research field, providing readers with a broader view of the evolution of the young field of multimedia forensics.

Topics and features:
Comprehensive coverage of digital watermarking and fingerprinting in multimedia forensics for a number of media types; Detailed discussion on challenges in multimedia fingerprinting and analysis of effective multiuser collusion attacks on digital fingerprinting; Thorough investigation of fingerprint design and performance analysis for addressing different application concerns arising in multimedia fingerprinting; Well-organized explanation of problems and solutions, such as order-statistics-based nonlinear collusion attacks, efficient detection and identification of colluders, group-oriented fingerprint design, and anticollusion codes for multimedia fingerprinting.

For more information and online orders please visit http://www.hindawi.com/books/spc/volume-4/
For any inquiries on how to order this title please contact books.orders@hindawi.com
Recent advances in genomic studies have stimulated synergetic research and development in many cross-disciplinary areas. Genomic data, especially the recent large-scale microarray gene expression data, represents enormous challenges for signal processing and statistics in processing these vast data to reveal the complex biological functionality. This perspective naturally leads to a new field, genomic signal processing (GSP), which studies the processing of genomic signals by integrating the theory of signal processing and statistics. Written by an international, interdisciplinary team of authors, this invaluable edited volume is accessible to students just entering this emergent field, and to researchers, both in academia and industry, in the fields of molecular biology, engineering, statistics, and signal processing. The book provides tutorial-level overviews and addresses the specific needs of genomic signal processing students and researchers as a reference book.

The book aims to address current genomic challenges by exploiting potential synergies between genomics, signal processing, and statistics, with special emphasis on signal processing and statistical tools for structural and functional understanding of genomic data. The book is partitioned into three parts. In part I, a brief history of genomic research and a background introduction from both biological and signal-processing/statistical perspectives are provided so that readers can easily follow the material presented in the rest of the book. In part II, overviews of state-of-the-art techniques are provided. We start with a chapter on sequence analysis, and follow with chapters on feature selection, clustering, and classification of microarray data. The next three chapters discuss the modeling, analysis, and simulation of biological regulatory networks, especially gene regulatory networks based on Boolean and Bayesian approaches. The next two chapters treat visualization and compression of gene data, and supercomputer implementation of genomic signal processing systems. Part II concludes with two chapters on systems biology and medical implications of genomic research. Finally, part III discusses the future trends in genomic signal processing and statistics research.